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APPENDI X A, SECURI TY CONTROL NMAPPI NGS

Rel ati onship of Security Controls to O her Standards and Control Sets
The first mapping table in this appendi x provi des organi zati ons a
general indication of SP 800-53 security control coverage with
respect to other frequently referenced security control standards and
control sets.2 The security control mappings are not exhaustive and
are based on a broad interpretation and general understanding of the
control sets being conpared. The mappings are created by using the
primary security topic identified in each of the SP 800-53 security
controls and searching for a simlar security topic in the other
referenced security control standards and control sets. Security
controls with simlar functional neaning (e.g., SP 800-53,

Conti ngency Planning, and | SO I nternational Electrotechnica

Conmi ssion [IEC] 17799, Business Continuity) are included in the
mapping table. In sone instances, simlar topics are addressed in
the security control sets but provide a different context,
perspective, or scope (e.g., SP 800-53 addresses privacy requirenments
in ternms of privacy policy notification, whereas |1SQO|EC 17799
addresses privacy requirenents in terns of |egislation and

regul ations). Organizations are encouraged to use the nmapping table
as a starting point for conducting further anal ysis and
interpretation of control simlarity and associ ated coverage when
conparing di sparate control sets.

The second mappi ng tabl e does the sane type of mapping as the first

table but it follows the chronol ogical order of the policy. 1In sone
i nstances, there is no mappi ng between HUD s policy and NI ST SP
800-53. In these cases, the table will map to newer regul ations or

to best practices.

2 The Security Control Mapping table includes references to:

(i) NIST SP 800-53, Contingency Planning; (ii) 1SO1EC 17799: 2000,

Code of Practice for Information Security Managenent; (iii) N ST SP 800-26
Security Self-Assessnent Cuide for Information Technol ogy System and (iv) GAQ
Federal Infornmation System Controls Audit Manual. The nunerical designations
in the respective columms indicate the paragraph nunber(s) in the above
docunents where the security controls, control objectives, or associated

i mpl enent ati on gui dance may be found.

NI ST 800-53 to HUD I nformati on Technol ogy Security Policy Mapping
HUD Pol i cy Section Nunber Control NanmeN ST
800-53 Control #1 SO | EC 17799NI ST
800- 26 GAO FI SCAM
Access Control
5. 2a
5. 4. 3aAccess Control Policy and ProceduresAC-19.1.1
9.4.115
164. 1. 5a
5.1d
5. 1e
5. 2a



5.2b
5. 2eAccount Managenent AC- 2

AC-2 (1)

AC-2 (3)

AC-2 (4)9.2.1
9.2.26.1.8
15.1.1
15.1. 4
15.1.8
15.2.2
16.1.3

16.1.5

16.2. 12AC- 2. 1
AC- 2.2
AC-3.2
SP-4.1
4.6.5a

5. 4. 3aAccess and I nformati on Fl ow Control AC-3
AC-3 (1)9.2.4

9.4.6
9.4.815.1.1
16.1.1
16.1.2
16.1.3
16.1.7
16.1.9

16. 2.7

16. 2. 10

16. 2. 11

16. 2. 15AC-2
AC-3. 2

5.4.3bl nformati on Fl ow Enf orcement AC-49.4.6

9.4.85. 2c

.1.3aSeparation of DutiesAC-58.1.46.1.1
1.
1

5. 2cLeast Privil egeAC- 69.2.216.1.2

16.1.3

17.1.5AC 3.2

5.2.1a

5. 2. 1bUnsuccessful Logon AttenptsAC 79.5.215.1. 14AC- 3. 2
5.2.3a

5.2.3b

5.2.3cSystem Use Notificati onAC 89.5. 216. 2. 13
17.1.9AC- 3.2

Opt i onal

Control Previ ous Logon Notificati onAC 99.5. 2AC- 3. 2
5.2.2bConcurrent Session Control AC-104. 6. 1a
4.6.1bSessi on LockAC-1116. 1. 4AC- 3.2

5. 2. 2aSession Term nati onAC-129.5.716.1.4

16. 2. 6AC-3. 2

5. 3dSupervi si on and Revi ew Access Control AC 13
AC-13 (1)9.2.47.1.10



11.2.2

16.1.10

17.1.6

17.1. 7TAC- 4

AC-4. 3

SS-2.2

5.2f Permtted Actions without Identification or AuthenticationAC 14
AC-14 (1)16.2.124. 3bAut omat ed Mar ki ngAC- 155. 2.28.2.4
16. 1. 6AC- 3.2

Optional Control Aut omat ed Label i ngAC- 165. 2. 216. 1. 6AC- 3. 2
5.4.1a

5.4.1b

5.4.1c

5.4.1d

5.5. 1cRenpt e AccessAC- 17

AC-17 (1)

AC- 17 (2)

AC-17 (3)9.4.3

9.4.416.2.12

16.2.4

16. 2. 8AC-3. 2

.la

1b

1c

1d

.5.1cWrel ess Access Restrictions

AC-18 (20ptional Control AC-18

AC-18 (1)5.5.1d

5.4. 3¢g

5. 4. 3hAccess Control for Portable and Mbile SystensAC 19
AC-19 (1)9.5.1

.17.3.1

.24.6. 4a

4b

. 4cPersonal | y- Oaned I nformation SystensAC-207.2.5
.1

.110. 2. 13Awar eness and Tr ai ni ng

.4aSecurity Awareness and Training Policy and
cedur esAT-1134. 1. 4cSecurity AwarenessAT-26.3.1
.8.1

1.1.4

2.1.413.1. 4

3.1.54.1. 4b

cSecurity Traini ngAT-34.2.2

e
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.1.4
.2.1
.3.1
.3.1
.8.113.1

13.1.54.1. 4e

4.1.4hSecurity Training Records AT-413.1.2Audit and Accountability
5.3aAudit and Accountability Policy and ProceduresAU 1175. 3a

5.3c

5. 3i Audi t abl e Events

AU-2 (20ptional Control AU-2

AU-2 (1)

AU-2 (2)11.1.217.1.1

17.1.2



17.1.45. 3a

5. 3i Content of Audit RecordsAU 3

AU-3 (1)

AU-3 (2)9.7.217.1.15. 3eAudit Storage CapacityAU 49.7.25. 3f

5. 3gAudit Processi ngAU-5

AU-5 (1)9.7.25.3d

5.3i Audit Mnitoring, Analysis, and Reporting

AU-6 (20ptional Control AU-6

AU-6 (1)9.7.217.1.15.3hAudit Reduction and Report Generati onAU 7
AU-7 (1)17.1.2

17.1.75. 3j Time StanpsAU-89.7.35.3bProtection of Audit Information
AU-9 (1Optional Control AU-912.3.217.1.3

17. 1. 40ptional Control Non-repudi ati onAU-1010. 3. 415.1. 2

17.1.15. 3cAudit Retenti onAU-1110.7.1

12.1.317.1.4Certification, Accreditation, and Security Assessnents
3. 10a

3.10b

3. 10c

3. 10dC&A and Security Assessment Policy and ProceduresCA-12

43. 10f Security AssessmentCA-24.1.72.1.1

.1.2

.1.3

.1.4SP-5.1

. 10hl nf or mati on System Connecti onsCA-31.1.1

2.9

1.2
.1.8
2.2.3CC-2.1

. 10a

. 10bSecurity Certificati onCA-43.2.3
5

PPN

.1
.6
1.2.8

2.2.5CC-2.1

. 10ePl an of Action and M| estonesCA-51.2.3

.2.1

.2.1SP-5.1 SP-5.2

. 10a

. 10b

.10cSecurity AccreditationCA-64.1.1

1.7

.1.8

12. 2. 53. 10gCont i nuous MonitoringCA-79.7.2

12.2.110. 2. 1Confi gurati on Managenent

3. 8a

4.6.4b

4.6.5a

4.6. 5e

4.6.5i Configuration Managenent Policy and ProceduresCM 13. 8aBasel i ne
Confi gurati onCv 2

CM2 (1)

cM2 (2)1.1.1

10.1.4

10.2.7

10.2.8

10.2.9CC 2.3
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CC 3.1

SS-1.2

3. 8bConfigurati on Change Control CM 3

CM3 (1)8.1.2

10.4.1

10.5.110.2.2

10.2.3

10.2.10

10.2.11Ss-3. 2

CC 2.2

3.8dMoni toring Configuration ChangesCwv48.1.210.2.1
10.2.4Ss-3.1

SS-3.2

CC 2.1

3. 8eAccess Restrictions for ChangeCM 5

Cv5 (1)6.1.3

6.1.4

10.1.1

10.1.4

10.1.5SD- 1.1

SS-1.2

SSs-2.1

3. 8f

3.10gConfigurati on SettingsCM 6

CM 6 (1)10.2.65.4.3cLeast FunctionalityCw?7
CM7 (1)9.4.210. 3. 1Conti ngency Pl anni ng

3. 6aConti ngency Pl anning Policy and ProceduresCP-13. 1. 19. 3. 6bConti ngency
Pl anCP- 2

CP-2 (1)11.1.34.1. 4
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12.1.8SC-3.1

SC 1.1

3. 6d

3. 6eCont i ngency Trai ni ngCP-3

CP-3 (1)11.1.3

11.1.49.3.2SC- 2.3

3. 6eContingency Plan TestingCP-4 (1)
CP-4 (2)11.1.54.1.4

9.3.3SC-3.1

3.6¢Contingency Plan UpdateCP-511.1.59.3.1
9.3.3

10.2.12SC-2.1

SC-3.1

3.6fAlternate Storage SitesCP-6
CP-6 (1)

CP-6 (2)

CP-6 (3)8.4.19.2.4

C-3.1

9
9
9
S
3.6gAl ternate Processing SitesCP-7
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. 5¢cTel ecomuni cati ons Servi cesCP-8
-8 (1)

-8 (2)

-8 (3)

-8 (4)11.1.44.7. 3a
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.3f Informati on System BackupCP-9 (1)
2)
3)8.4.19.2.6
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.2.9
12.1.9SC- 2.1
3.6i I nformati on System Recovery and Reconstituti onCP-10
CP-10 (1)11.4.19.2.8SC- 2.1
I dentification and Authentication
5. laldentification and Authentication Policy and
Proceduresl A-111. 2. 35. 1. 1aUser Identification and Authenticationl A-2
| A-2 (1)9.5.315.15. 1. 2abevi ce Authentication and Application
Aut henti cationl A-39.4.4
9.5.1
9.8.116.2.75. 1a
5. 1bl dentifier Managementl A-49.5.315.1.1
15.2.2
16.1.5
15.1.8AC- 2.1
AC- 3.2
SP-4.1
.1b
. 3a
.3b
. 3c
. 3d
. 3e
. 3f
. 39
.3h
. 3i
.3
. 1bAut henti cat or Managenent| A-515.1.7
15.1.10
15.1.11
15.1.12
15.1. 13AC-3. 2
5. 1. 3gAut hent i cat or Feedbackl A-65. 1. 1a
5.5.1c
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5.5. 2f

5.5.2gCrypt ogr aphi ¢ Mbdul e Aut henticationl A-716. 1. 7l nci dent Response
4.7. lal nci dent Response Policy and Procedures I R-13.1.1144.7. 1el nci dent
Response Trai ni ngl R-2

IR-2 (1)

IR-2 (2)6.3.114.1.4SP-3. 4

4.7. 1f Inci dent Response TestinglR-3

IR-3 (1)4.7.1al ncident Handlingl R4

IR-4 (1)8.1.314.1.1

14.1.2

14.1.6SP-3. 4

4.7.1dlncident Monitoringl R-5

IR-5 (1)8.1.314.1.34.7.1i

4.7.1g

4.7. 1hl ncident ReportinglR-6

IR-6 (1)8.1.314.1.1

14.1.2

14.1.3

14.2.1

14.2.34.7. 1a

4.7.1jIncident Response Assistancel R-7
IR-7 (1)8.1.1

14.1.1SP-3. 4

Mai nt enance

4. 6. 5bSyst em Mai nt enance Policy and ProceduresMA-18.1.1104. 6. 5b
4.6.5cPeriodi c MintenanceMA- 2

MA-2 (1)

MA-2 (2)7.2.410.1.1

10.1.3

10.2.1SS-3.1

4. 6.5dMai nt enance Tool sMA-310. 1.3

11. 2. 44. 6. 5f

4.6. 5]

4. 6. 5kRenot e Mai nt enanceMA- 4

MA-4 (1)

MA-4 (2)9.4.510.1.1SSs-3.1

4. 6. 5gMai nt enance Personnel MA-57.2.410.1.1
10.1.3SSs-3.1

4.6.5hTi mel y Mai nt enanceMA-69. 1. 2SC-1. 2
Medi a Protection

4. 3aMedi a Protection Policy and ProceduresMP-18. 6. 184. 3a
4. 3l Medi a AccessMP-2

MP-2 (1)8.6.18.2.1

- 74.3bMedi a Label i ngVP-38. 2. 5

O~NOOWN

0.2.94. 3cMedi a StorageMP-48.6. 3
2.3.17.1. 4

.2.1

.2.2

.2.9AC- 3.1

. 3kMedi a Transport MP-58.7.28.2.2
.2.44. 3d

. 3e
. 3f



.3h
.3iMedia Sanitizati onMP-68.6.13.2.11
.2.12
.2.13
.2.8
.2.9AC-3. 4
L3I
. 3j Medi a Destruction and Di sposal MP-77.2.6
.6.23.2.11
.2.12
.2.13
8.2.10AC 3.4
Physi cal and Environnental Protection
4. 2. laPhysi cal and Environnmental Protection Policy and
Procedur esPE-174. 2. 2b
. 2cPhysi cal Access AuthorizationsPE-27.1.1
.2AC-3.1
. 2a
2d
. 2ePhysi cal Access Control PE-37.1.2
.57.1.1
.2
.5
.1.6AC-3.1
Optional Control Access Control for Transm ssion
Medi unPE-47. 2. 24. 2. 2f Access Control for D splay
Medi unPE- 57. 2. 14. 2. 2ghbni tori ng Physi cal AccessPE-6
PE-6 (1)
PE-6 (2)7.2.37.1.9AC 4
4.2.1b
4.2.1cVisitor Control PE-7
PE-7 (1)7.1.27.1.7AC- 3.1
4. 2. 1bAccess LogsPE-8
PE-8 (1)7.1.27.1.9AC 4
4. 2. 2hPower Equi prrent and Cabl i ng
PE-9 (1Optional Control PE-97.2.37.1.16SC 2.2
4. 2. 2i Emergency Shut of f PE- 107. 2. 24. 2. 2k
4. 2. 21 Emergency Power
PE-11 (20ptional Control PE-11 (1)7.2.27.1.18SC- 2.2
4. 2. 2nmEmer gency Li ghti ngPE-127. 2. 24. 2. 2n
4.2.20
4.2.2pFire ProtectionPE-13
PE- 13 (1)
PE-13 (2)7.2.17.1.12SC- 2.2
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4.2.2qTenperature and Hunmidity Control sPE-147.1. 14
7.1.15SC- 2.2

4.2.2rWater Danmage ProtectionPE-157.2.17.1.17SC-2.2
4.2.2sDelivery and Renoval PE-167.1.57.1.3
7.1.11AC- 3.1

4.2.1dAl ternate Wrk SitePE-179. 8. 2Pl anni ng

3. 1bSecurity Planning Policy and ProceduresPL-153. 1bSystem Security
Pl anPL-25.1.1

5.1.2SP-2.1

3. 1bSystem Security Pl an UpdatePL-35.2.1SP-2.1
4.1.1a

4.1.1b

4.1. 1cRul es of Behavi orPL-44. 1. 33. 1dPrivacy | npact



Assessnent PL-512. 1. 4Per sonnel Security

3. 1. 1laPersonnel Security Policy and ProceduresPS-164. 1aPosition
Cat egori zationPS-26.1.1

.1.28D- 1.2

1b

1c

. 1dPer sonnel Screeni ngPS-36.1.26.2.1

2

3

.4SP-4.1

. 5aPersonnel Term nati onPS-46.1.7SP-4.1

. 5aPersonnel TransferPS-56.1.7SP-4.1

la

1b

1c

2a

. 2bAccess AgreenentsPS-66.1.36.1.5

.2SP-4.1

3a

.3dThird-Party Personnel SecurityPS-74.2.26.2.2SP-4.1
.1la

.11b

.11cPersonnel SanctionsPS-86.3.5

.2.16. 1. 5Ri sk Assessnent

. 9aRi sk Assessnent Policy and ProceduresRA-113. 1. laSecurity
Cat egori zationRA-25.2.11.1.3

3.1.1sP-1

AC-1.1

AC-1.2

. 9aRi sk Assessnent RA- 31 NTROL. 1. 2

WOWWWWWORBRARRRROOORRRO
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13

. 19SP-1

9bR| sk Assessnment Updat eRA- 41 NTROL. 1. 2SP- 1

5.4.2cVul nerability Scanni ng

RA-5 (3Optional Control RA-5

RA-5 (1)

RA-5 (2)10.3.2

14. 2. 1System and Servi ces Acquisition

2a

. 2bSystem and Services Acquisition Policy and ProceduresSA-133. 2a

. 2bAl'l ocation of ResourcesSA-28.2.13.1.2

1.3

.1.53. 2c

. 7aLife Cycl e Support SA-33.13. 2d

.3a

. 3bAcqui sitionsSA-410.1.13.1.6

1.7

.1.9

.1.11

1 124.7. 2al nformati on System Docunent ati onSA-5
A-5 (1)
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SA-5 (2)8.6.43.2.2
3.2.3

3.2.4

3.2.8

12.1.6CC-2.1

4.6. 2a

4.6.2bSof tware Usage RestrictionsSA-612.1.210.2.10

10.2.13Ss-3. 2

SP-2.1

4.6. 3aUser Installed SoftwareSA-710.4.110. 2. 10SS-3. 2

3. 7bSecurity Design PrinciplesSA-83.2.13.3b

3.3c

3.3dQut sourced I nformati on System Servi cesSA-94.2.112. 2. 33. 8hDevel oper
Confi gurati on Managenent SA-1010.5.1

10.5.2 CM 3

3. 8i Devel oper Security TestingSA-1110.5.1

10.5.23.2.1

3.2.2

10.2.5

12.1.5Cm 3

Syst em and Commruni cati ons Protection

4. 4System and Comuni cations Policy and ProceduresSC-13. 7cAppli cation
Partitioni ngSC-2DOD Control Security Function Isol ati onSC- 3DCD

Control I nformati on Remants

*Media sanitization is covered in Section 4.3SC 43.2.12AC- 3.4

5. 4. 4dDeni al of Service Protection

SC-5 (1) (20ptional Control sSC-58.1.3D0OD Control Resource PrioritySC69.1.3
11.2.7SC- 1.3

3b

3d

3e

3f

4a

. 4bBoundary Protecti onSC- 7

SC-7 (1)9.4.616.2.2

qoaao o,
kel

16.2.7

16.2.8

16.2.9

16. 2. 10
16.2.11

16. 2. 14AC-3. 2
4.4. 1a

5.5.1cTransmi ssion IntegritySC 8
SC-8 (1)8.7.311.2.1
11.2. 4
11.2.9
16. 2. 14AC- 3. 2
4.4.1b
5.5. 1cTransmi ssion ConfidentialitySC 9
SC-9 (1)5. 2. 2aNet wor k Di sconnect SC-1016. 2. 6AC- 3. 2
5.1.3h
Optional Control Trusted Pat hSC- 115. 5. 1bCrypt ogr aphi ¢ Key Establi shnment and
Managenment SC-1210. 3. 516. 1.7
16. 1. 85. 5. 1aUse of Validated CryptographySC 1316.1.7
16. 1. 85. 4. 4ePubl i ¢ Access Protecti onsSC 148. 7. 616. 3. 15. 7aCol | aborati ve
Conput i ngSC- 150pti onal Control Transm ssi on of Security
Par amet er sSC- 165. 2. 2



8.7.116. 1. 6AC-3. 2
5.2.2bPublic Key Infrastructure CertificatesSC 1710. 3. 55. 4. 4ahbbil e
CodeSC- 185. 7bVoi ce Over Internet Protocol SC-19System and I nformation
Integrity
4.7.1c
5. 6a
5. 6bSystem and Information Integrity Policy and
ProceduresSl-111. 4. 7. 1cFl aw Renedi ati on
SI-2 (1) (20ptional Controls but have been included in policy as a best
practiceSl-2
Sl-2 (1)
SI-2 (2)10.4.110.3.2
11.1.1
11.1.2
11.2.2
11.2.7SS-2.2
5. 6aMal i ci ous Code ProtectionSl-3
SI-3 (1)
SI-3(2)8.3.111.1.1
11.1.24.7.1b
5.4. 2a
5.4.2b
5. 6al ntrusi on Detection Tools and Techni ques
SI-4 (1) (20ptional Controls but have been included in policy as a best
practi ce.
SI-4 (3) (40ptional Control sSl-4
Sl-4 (1)
Sl-4 (2)9.7.211.2.5
11.2.64.7.1b
5.6aSecurity Alerts and AdvisoriesSlI-514.1.1
14.1.2
14.1.5SP-3. 4
3. 10g
4.7.1cSecurity Functionality Verification
SI-6 (20ptional Control SI-6
Sl-6 (1)11.2.1
11.2.2SS-2.2
3.8gSof tware and Information IntegritySl-710.2.1
10.2.2
10.2.411.2.1
11. 2. 45. 6¢cSpam and Spywar e Protection
SI-8 (1) (20ptional Controls but have been included in policy as a best
practice.SI-8
SI-8 (1)
SI-8 (2)4.1. 2a
4. 1. 2blnformation I nput RestrictionsSl-910.2.1SD-1
4.7.4alnformation | nput Accuracy, Conpleteness, and ValiditySI-10
SI-10 (1)4.7.4bError HandlingSl-114. 3a
4. 3gl nformati on Qutput Handling and RetentionSl-12HUD I nf ormati on
Technol ogy Security Policy to N ST 800-53 Mappi ng
HUD Pol i cy Section Nunber Control NanmeN ST
800-53 Control # SO | EC 17799NI ST
800- 26GAO FI SCAMX her
Managenent Policies
3. laBasi ¢ Requi renent sFl SMA - 2004
A 3.d, e, f
3. 1bBasi ¢ Requi r enent sPL- 15



PL-25.1.1
5.1.2SP-2.1
PL-35.2.1SP-2.1
3. 1cBasi ¢ Requirenent sBest Practice
NI ST SP 800- 18
3. 1dBasi ¢ RequirenentsPL-512.1.4
3. leBasi ¢ Requirenent sAC-69. 2. 216.1. 2
16.1.3
17. 1. 5AC- 3. 2HI PPA
3. 1. lalnformation and Information System
Cat egori zati onRA-25.2.11.1.3
3.1.1SP-1
AC-1.1
AC-1.2
3. 1. 1blnformation and Information System Categorizati onBest Practice
FI PS 199
3. 2aCapital Planning and | nvestment Control SA-13
SA-28.2.13.1.2
3.1.3
3.1.5
3. 2bCapi tal Planning and | nvest ment Control SA-13
SA-28.2.13.1.2
.1.3
.1.5
.2cCapital Planning and I nvestnent Control FI SMA-2004
.2.b, A3.¢g
. 2dCapi tal Pl anning and I nvestnent Control FI SVMA 2004
. 3.9
.3aContractors and Qutsourced Operati onsPS-74.2.26.2.2SP-4.1
A-410.1.13.1.6
1.7
.1.9
.1.11
.1.12
.3bContractors and Qutsourced Operati onsSA-410.1.13.1.6
1.7
.1.9
.1.11
.1.12
SA-94.2.112.2.3
3.3cContractors and Qutsourced Operati onsSA-94.2.112.2.3
3.3dContractors and Qutsourced
Oper ati onsPS- 74. 2. 26. 2. 2SP- 4. 1FI SMA- 2004
A 2.c, A3.a, b
SA-94.2.112.2.3
. 4aPerformance Measures and MetricsBest Practice
. 4bPer f ormance Measures and MetricsBest Practice
. 4cPerformance Measures and MetricsN ST SP 800- 35
.5aCritical Infrastructure ProtectionPDD 63
.5bCritical Infrastructure ProtectionPDD 63
.5cCritical Infrastructure Protecti onCP-8PDD- 63
. 6al nformati on Technol ogy Contingency Pl anni ngCP-13.1.19
. 6bl nformati on Technol ogy Conti ngency Pl anni ngCP- 2
-2 (1)11.1.34.1. 4
.1
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©©OOQWwwwwww
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9.
9.
9.

I\)I\)I\)
P WN

0

12.1.88C-3.1

SC- 1. 1FI SMA- 2004

A 2.d

3. 6¢l nformati on Technol ogy Conti ngency
9.3.3

10.2.12SC-2.1

SC-3.1

3. 6dl nformati on Technol ogy Conti ngency
CP-3 (1)11.1.3

11.1.49.3.2SC- 2.3

3. 6el nformati on Technol ogy Conti ngency
CP-3 (1)11.1.3

11. 1. 49. 3. 2SC- 2. 3FI SMA- 2004

.e

N
b

(1
(2)11.1.54.1. 4
SC-3.1

formati on Technol ogy Conti ngency
1)

2)

3)8.4.19.2. 4

NN Y
[(o N &) ]
~—~— s

@

1
. 6gl nformati on Technol ogy Conti ngency

- 3.
g

-7 (1)
-7 (
-7 (3)
-7 (4)11.1.49.1.3

4
.5
.7
.9

NNNN

SCG-2.1

Q

. 6hl nf

1
nf ormati on Technol ogy Conti ngency
(1)

(2)

(3)

(4)11.1.4

.6i I nformati on Technol ogy Conti ngency
CP 10 (1)11.4.19.2.8SC-2.1
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3
h
-8
-8
-8
-8
|

3. 7aSyst em Devel opnent Life Cycl eSA-33.
3. 7bSyst em Devel opnent Life Cycl eSA-83.

3. 7cSyst em Devel opnent Life Cycl eSC 2
3. 8aConfigurati on Managenment Cv 1

CM 2

CM2 (1)

cM2 (2)1.1.1

10.1. 4

10.2.7

10.2.8

10.2.9CC- 2.3

CC- 3.1

Pl anni ngCP-511.1.59.3. 1

Pl anni ngCP- 3

Pl anni ngCP- 3

Pl anni ngCP- 6

Pl anni ngCP-7

Pl anni ngCP- 8

Pl anni ngCP- 10

1FI SVA
2.1



SS-1.2

3. 8bConfigurati on Managenent Cv 3

CM3 (1)8.1.2

10.4.1

10.5.110.2.2

10. 2.3

10.2.10

10.2.11SSs-3. 2

CC 2.2

3. 8cConfiguration Managenent Best Practice
3.8dConfigurati on Managenent CM 48. 1. 210.2.1
10.2.4SSs-3.1

SS-3.2

CC 2.1

3. 8eConfigurati on Managenment CM 5

CM5 (1)6.1.3

6.1.4

10.1.1

10.1.4

10.1.58D- 1.1

SS-1.2

SS-2.1

3. 8f Configurati on Managenment CM 6

CM 6 (1)10.2.6FI SMA-2004

D.1, D.2

3.8gConfigurati on Managenent Sl -710.2.1
10. 2.2

10.2.411.2.1

11.2. 4

3. 8hConfi guration Managenent SA-1010.5.1
10.5.2Cm 3

3.8i Configuration Managenent SA-1110.5.1
10.5.23.2.1

3.2.2

10.2.5

12.1.5Cm 3

3.9aRi sk Managenent and Ri sk Assessnent RA-11
RA- 31 NTROL. 1. 2

EENDNDERERE
Nwrk oo s

.13

1.19SP-1

. 9bRi sk Managenent and Ri sk Assessnent RA- 41 NTROL. 1. 2SP- 1

. 9cRi sk Management and Ri sk Assessnent OMB gui dance QOVB- 04- 04,
Aut henti cati on Qui dance for Federal Agencies

Fl SMA- 2004

A 3. h

3. 10aCertification and Accreditati onCA-12
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11.2.8
12.2.5CC- 2.1
CA-64.1.1
4.1.7
4.1.8
12. 2.5
3. 10bCertification and Accreditati onCA-12
4
CA-43.2.3
3.2.5
4.1.1
4.1.6
11.2.8
12.2.5CC-2.1
CA-64.1.1
4.1.7
4.1.8
12. 2.5
3.10cCertification and Accreditati onCA-12
4F| SMA- 2004
A2 a
CA-64.1.1
4.1.7
4.1.8
12. 2.5
.10dCertification and Accreditati onCA-12

3

4

3. 10eCertification and Accreditati onCA-51.2.3
2.2.1

4.2.1SP-5.1 SP-5.2

3. 10fCertification and Accreditation

SI-6 (1) (2TBDCA-24.1.72.1.1

2. 1.

2. 1.

2.1.

A 2.

3.10gCertification and Accreditati onCA-79.7.2
12.2.110.2.1

CM6 (1)10.2.6

Sl-611.2.1

11.2.2S8S-2.2
3. 10hCertification and Accreditati onCA-31.1.1

2
3
4SP- 5. 1Fl SVA- 2004
C
g

meEN
© N ©

2.2.3CC2.1

.10i Certification and Accreditati onHUD Policy

.10j Certification and Accreditati onHUD Policy

.1lal ncidents, Violations, and Disciplinary ActionPS-86.3.5
.2.16.1.5

.11bl ncidents, Violations, and Disciplinary ActionPS-86.3.5
.2.16.1.5

.11cl ncidents, Violations, and Disciplinary ActionPS-86.3.5
.2.16.1.5

Qperational Policies

4. laPer sonnel PS-26. 1.1

6.1.2SD-1.2

CWOWOWWWE AAW



1bPer sonnel PS-36.1.26.2. 1

2.2

2.3

2.4SP-4.1

1cPersonnel PS-36.1.26.2.1

2.2

2.3

2.4SP-4.1

1dPer sonnel PS-36.1.26.2.1

2.2

2.3

2.4SP-4.1

lePer sonnel HUD Pol i cy

1f Per sonnel HUD Pol i cy

1. 1aRul es of BehaviorPL-44.1.3
PS-66.1.36.1.5

6.2.2SP-4.1

4.1. 1bRul es of BehaviorPL-44.1.3
PS-66.1.36.1.5

6.2.2SP-4.1

4.1.1cRul es of BehaviorPL-44.1.3
PS-66.1.36.1.5

6.2.2SP-4.1

4.1.2aAccess to Sensitive Informati onPS-66.1.36.2.2SP-4.1
SI-912. 2.1

12.2.2SD- 1

4.1.2bAccess to Sensitive Informati onPS-66.1.36.1.5
6.2.2SP-4.1

SI-912.2.1

12. 2.2 Shb-1

aSeparation of Duties PolicyAC-58.1.46.1.1

PRROOOROOO RO OR

1.3
1.2
.1.3

~No o
PPN
N

55D—1 20MB A- 130 Appendi x |1
.4aTrai ni ng and Awar enessAT-113
bTrai ni ng and Awar enessAT-34.2.2

OWWN PP

4
.1
.1
.1
.1

3.1

w

1
1 5
1 4cTrai ni ng and Awar enessAT-34.2.2
.2.1
.31
.31
.8.113.1
3. 1. 5FI SMA- 2004

|_\

.b
26 3.1
.1

co

wh e

Trai ni ng and Awar enessAT-3 13. 1.5 FI SMA-2004

N
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.4eTrai ni ng and Awar enessAT-413. 1. 2FI SMA- 2004
.b, d, e, f
. 4f Trai ni ng
. 4gTr ai ni ng
. 4hTr ai ni ng
.a, b, ¢, d
.1.5aSeparation fromDutyAC-2 (1)
AC-2 (3)
AC-2 (4)9.2.1
9.2.26.1.8
15.
15.
15.
15.
16.
16.
16.
AC-
AC- 3.2
SP-4.1
PS-46.1.7SP-4. 1
PS-56.1.7SP-4.1

and Awar enessAT-4HUD Pol i cy
and Awar enessBest Practice
and Awar enessAT-413. 1. 2FlI SMA 2004

PoORrPAOP
PRRRPRPRRR

=

2AC-2.1

NNERENEEE

4
8
2

.3
5
1

.2

4. 2. 1laCeneral Physical AccessPE-1
PE- 37

4.2.1bGeneral Physical AccessPE-7
PE-7 (1)7.1.27.1. 7AC- 3. 1

PE- 8

PE-8 (1)7.1.27.1.9AC- 4
4.2.1cCeneral Physical AccessPE-7

PE-7 (1)7.1.27.1. 7AC-3.1

4. 2. 1dCGeneral Physical AccessPE-179.8.2

4. 2. leCGeneral Physical AccessBest Practice
4.2.2aFacilities Housing Information Technol ogy
7.1.57.1.1

7.1.2

7.1.5

7.1.6AC 3.1

4.2.2bFacilities Housing Information Technol ogy
7.1.2AC- 3.1

4.2.2cFacilities Housing Information Technol ogy
7.1.2AC- 3.1

4.2.2dFacilities Housing Information Technol ogy
7.1.57.1.1

7.1.2

7.1.5

7.1.6AC- 3.1

4.2.2eFacilities Housing Information Technol ogy
7.1.57.1.1

7.1.2

7.1.5

7.1.6AC- 3.1

4.2.2fFacilities Housing Information Technol ogy
4.2.2gFacilities Housing Information Technol ogy
PE-6 (1)

PE-6 (2)7.2.37.1.9AC 4

4.2.2hFacilities Housing Infornmati on Technol ogy
Asset sPE-97. 2. 37. 1. 16SC- 2. 2

Asset sPE- 37.

Asset sPE- 27.

Asset sPE- 27.

Asset sPE- 37.

Asset sPE- 37.

Asset sPE-57.
Asset sPE- 6



4.2.2i Facilities Housing
4.2.2jFacilities Housing
4.2.2kFacilities Housing
(1)7.2.27.1.18SC- 2.2
4.2. 2| Facilities Housing
7.2.27.1.18SC-2.2
4.2.2nFacilities Housing
4.2.2nFacilities Housing
PE- 13 (1)

PE-13 (2)7.2.17.1.12SC- 2.

4.2.20Facilities Housing
PE-13 (1)

PE-13 (2)7.2.17.1.12SC- 2.

4.2.2pFacilities Housing
PE-13 (1)

PE-13 (2)7.2.17.1.12SC 2.

4.2.2qgFacilities Housing
7.1.15SC- 2.2
4.2.2rFacilities Housing

I nformati
I nformati
I nformati

I nf ormat i

I nformati
I nformati

2
I nformati

2
I nformati

2
I nformati

I nformati

Asset sPE-157.2.17.1.17SC-2. 2

4.2.2sFacilities Housing

Asset sPE-167.1.57.1.3

7.1. 11AC-3.1
4. 3aMedi a Control sMP-18
MP- 2

MP-2 (1)8.6.18.2.1

di a Contr ol sMP-38.

AC-155.2.28.2. 4

16. 1. 6AC-3. 2

4. 3cMedi a Contr ol sMP-48.
12.3.17.1. 4

.2.1

. 2.2

.2.9AC-3.1

. 3dMedi a Contr ol sMP- 68.
.2.12

.2.13

.2.8

.2.9AC-3. 4

. 3eMedi a Contr ol sMP- 68.
.2.12

.2.13

.2.8

.2.9AC- 3.4

. 3f Medi a Contr ol sMP- 68.
.2.12

.2.13

.2.8

.2.9AC-3. 4

0000 WWHMOWOOWWPKOOWOWSOOoOoo

| nformati

6. 18

2.5

6.3

6.13.2. 11

6.13.2. 11

6.13.2. 11

on

on

on

on

on

on

on

on

on

on

on

Technol ogy
Technol ogy
Technol ogy
Technol ogy
Technol ogy
Technol ogy
Technol ogy

Technol ogy

Technol ogy
Technol ogy

Technol ogy

Asset sPE-107. 2. 2
Asset sSC- 2. 2
Asset sPE-11
Asset sPE-11 (1)
Asset sPE-127.2. 2
Asset sPE- 13
Asset sPE- 13

Asset sPE- 13

Asset sPE-147.1. 14



4. 3gMedi a Control sSI-1210.7.3
12.2.4
4. 3hMedi a Control sMP-68. 6. 13. 2. 11
.2.12
.2.13
.2.8
.2.9AC-3. 4
.3i Medi a Control sMP-68.6.13.2.11
.2.12
.2.13
.2.8
.2.9AC-3. 4
-77.2.6
.6.23.2.11
.2.12
.2.13
.2.10AC- 3.4
.3j Media Control sMP-77.2.6
.6.23.2.11
.2.12
.2.13
.2.10AC 3.4
. 3kMedi a Control sMP-58.7.28.2.2
.2.4
3 Medi a Control sMP-2
2 (1)8.6.18.2.1

%.boo.boooooooo.boooooooo%oooowwhooooww

ta Communi cati onsSC- 1

aTel ecomruni cati ons Protection Techni quesSC- 8
-8 (1)8.7.311.2.1

.2.4

22
.2.3
.2.6
.2.7
. 4Da
.4.1

O

PR @ONDNO®O®©®
H

=
l\)
(o]

16 2 14AC-3. 2

4. 4. 1bTel ecommuni cati ons Protection Techni quesSC 9
SC-9 (1)

4.5 1laWrel ess Local Area Networ ksAC 18

AC-18 (1)

4.5 1bWrel ess Local Area Networ ksAC- 18

AC-18 (1)

4.5 1cWrel ess Local Area Networ ksAC 18

AC-18 (1)

4.5.1dWrel ess Local Area Networ ksAC-18

AC-18 (1)

4.6. lawr kst ati onsAC-1116. 1. 4AC- 3. 2

4.6. 1bWor kst ati onsAC-1116. 1. 4AC-3. 2

4. 6. 2aCopyri ghted Sof twareSA-612. 1. 210. 2. 10
10.2.13SS-3.2

SP-2.1

4. 6. 2bCopyri ghted SoftwareSA-612.1.210.2.10

10. 2. 13SS-3. 2

SP-2.1

4.6.3aUser-Install ed Software/ Downl oadsSA-710. 4. 110. 2. 10SS- 3. 2
4. 6. 4aPer sonal | y- Omed Equi prent and Sof t war eAC-207. 2.5
7.3.1



9.8.110.2.13

4. 6. 4bPer sonal | y- Omed Equi pnent and Sof t war eCM 1
AC-207.2.5

1

8.110.2.13

6. 4cPersonal | y- Omed Equi prent and Sof t war eAC-207. 2.5
3

8

w

.1

.110.2.13

. 6. 5aHar dwar e and Software Mi nt enanceCM 1
AC- 3

AC-3 (1)9.2.4

9.4.6

9.4.815.1.1

16.
16.
16.
16.
16.
16.
16.
16.
16. 2. 15AC- 2

AC- 3. 2Best Practice

4. 6. 5bHar dwar e and Software Mi
MA- 2

MA-2 (1)

MA-2 (2)7.2.410.1.1

10.1.3

10. 2. 1SS- 3. 1Best Practice
4.6.5cHardware and Software Mi
MA-2 (1)7.2.410.1.1

10.1.3

10. 2. 1SS- 3. 1Best Practice

4. 6. 5dHar dwar e and Sof tware Mi
11. 2.4

4.6.5eHardware and Software M ntenanceCM 1
4.6.5f Har dware and Software Mi nt enanceNVA- 4
MA-4 (1)9.4.510.1.1Ss-3.1

4. 6. 5gHar dwar e and Sof t ware Mai
10.1.3S85-3.1

4.6.5hHar dware and Software M ntenanceMA-69. 1. 2SC-1.2
4.6.5i Hardware and Software M nt enanceCM 1

4. 6. 5] Har dwar e and Sof t ware Mai nt enanceMA- 4

MA-4 (2)9.4.510.1.1Ss-3.1
4.6.5kHar dware and Software Mi
MA-4(2)9.4.510.1.1SS-3. 1

4. 6. 6aPersonal Use of Government O fice Equi pnent and HUD
I nformati on Systens/ Conput ersBest Practice

4. 6. 6bPersonal Use of Government O fice Equi prent and HUD
I nformati on Systens/ Conput ersBest Practice

4.7.1laSecurity Incident and Violation Handlingl R-143.1.114
| R-4

IR-4 (1)8.1.314.1.1

14.1.2

14. 1. 6SP- 3. 4FI SMA- 2004

E.1.a

IR-7

POoNBPON

~NO~NWN -

10
11

WNhNNNDREREREE

nt enanceMA- 18. 1. 110

nt enanceNVA- 2

nt enanceMA- 310. 1. 3

nt enanceVA-57.2.410. 1.1

nt enanceMA- 4



IR-7 (1)8.1.1

14.1.1SP-3. 4

4.7.1bSecurity Incident and Viol ation HandlingSl-4
Sl-4 (1)

Sl-4 (2)9.7.211.2.5

11.2.6

SI-514.1.1

14.1.2

14.1.5SP-3.4

4.7.1cSecurity Incident and Viol ation HandlingSl-111.
Sl-6(1)11.2.1

11.2.2SS-2.2

Sl-2

SI-2 (1)

Sl-2 (2)10.4.110.3.2

11.1.1

11.1.2

11.2.2

11.2.7SS-2.2

4.7.1dSecurity Incident and Violation HandlinglR-5
IR-5 (1)8.1.314. 1. 3FI SMA- 2004

l.a, b, c

2.cC

7.l1leSecurity Incident and Violation Handlingl R-2
2 (1)

2 (2)6.3.114.1.4SP-3. 4

.7.1f Security Incident and Violation Handlingl R-3
-3 (1)

.7.1gSecurity Incident and Violation Handlingl R-6
(1)8.1.314.1.1

DD

HHl—\l—\—h;—Uh——h_'n_'n

NN

- 6

.1.2
.1.3
.2.1
.2.3

4. 7. 1hSecurity Incident and Violation Handlingl R-6
IR-6 (1)8.1.314.1.1

14.1.2

14.1.3

14.2.1

14. 2. 3FI SMA 2004

.1.b, c
.1.b, c

.7.1i Security Incident and Violation Handlingl R-6
1)8.1.314.1.1

PR ER AT
AABAT
NNR RO

|

(
.2
.3
1
.3

4. 7. 1j Security Incident and Violation Handlingl R-7
IRR7 (1)8.1.1

14.1.1SP-3. 4

4.7.2aDocunentation (Manuals and Network Di agrans) SA-5
SA-5 (1)

SA-5 (2)8.6.43.2.2

w 0w
NESES
o0 b~ w



12.1.6CC-2.1

4.7.3alnformati on and Data BackupCP-9 (1)
CP-9 (2)

CP-9 (3)8.4.19.2.6

9.2.9

12.1.9SC-2.1

4.7.3blnformati on and Data BackupCP-9 (1)
CP-9 (2)

CP-9 (3)8.4.19.2.6

9.2.9

12.1.98C-2.1

4.7.3clnformati on and Data BackupCP-9 (1)
CP-9 (2)

CP-9 (3)8.4.19.2.6

9.2.9

12.1.98C-2.1

4.7.3dInformati on and Data BackupCP-9 (1)
CP-9 (2)

CP-9 (3)8.4.19.2.6

9.2.9

12.1.98C-2.1

4.7.3elnformati on and Data BackupCP-9 (1)
CP-9 (2)

CP-9 (3)8.4.19.2.6

9.2.9

12.1.9SC-2.1

4.7.3fInformati on and Data BackupCP-9 (1)
CP-9 (2)

CP-9 (3)8.4.19.2.6

9.2.9

12.1.98C-2.1

4.7. 4al nput/ Qut put Control sSl-10

SI-10 (1)

4.7.4bl nput/ Qut put Control sSI-11

Techni cal Policies

5. laldentification and Authenticationl A-49.5.315.1.1
15.2.2

16.1.5

15.1.8AC- 2.1

AC- 3.2

SP-4.1

| A-2

A-2 (1)9.5.315.1

| A-111.2.3

5. 1bl dentification and Authenticationl A-49.5.315.1.1
15.2.2

16.1.5

15.1.8AC- 2.1

AC- 3.2

SP-4.1

| A-515.1.7

15.1.10

15.1.11

15.1.12

15. 1. 13AC- 3.2

5.1cldentificati on and Aut henticationBest Practice
5. 1dldentification and Authenticati onAC-2 (1)



AC-2 (3)
AC-2 (4)9.2.1

9.2.26.1.8
15.1.1

15.1.4

15.1.8

15.2.2

16.1.3

16.1.5

16. 2. 12AC- 2.1
AC 2.2

AC- 3.2

SP-4.1

5. leldentification and Authenticati onAC-2 (1)
AC-2 (3)

AC-2 (4)9.2.1
9.2.26.1.8
15.1.1

15.1. 4

15.1.8

15.2.2

16.1.3

16.1.5

16. 2. 12AC-2.1
AC- 2.2

AC- 3.2

SP-4.1

5. 1. laE- Aut henti cati onl A-29. 5. 315. 10VB- 04- 04
| A-716.1.7

5. 1. 1bE- Aut henti cati onl A- 5QvB- 04- 04
5. 1. 2aDevi ce and Application Authenticationl A-39.4.4
9.5.1

9.8.116.2.7

5. 1. 3aPasswordsl A-515. 1.7

15.1.10

15.1.11

15.1.12

15.1. 13AC- 3. 2

5. 1. 3bPasswordsl A-515. 1.7

15.1.10

15.1.11

15.1.12

15.1.13AC- 3.2

5. 1. 3cPasswordsl A-515. 1.7

15.1.10

15.1.11

15.1.12

15.1.13AC- 3.2

5. 1. 3dPasswordsl A-515.1.7

15.1.10

15.1.11

15.1.12

15.1. 13AC- 3.2

5. 1. 3ePasswordsl A-515.1.7

15.1.10

15.1. 11

15.1.12



15. 1. 13AC- 3. 2Best Practice
5.1. 3f Passwordsl A-515. 1.7
15.1.10

15.1.11

15.1.12

15. 1. 13AC-3. 2

5. 1. 3gPasswordsl A-515.1.7
15.1.10

15.1.11

15.1.12

15. 1. 13AC-3. 2
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1.0 INTRODUCTION

The Department of Housing and Urban Development (HUD) relies extensively on
information technology (I1T) to execute its mission and provide services to the American
public and HUD’ s business partners. Given the prevalence of cyber threats today, HUD
must manage its I T assets with due diligence and take the necessary steps to safeguard
them while complying with federal mandates and the dictates of good stewardship.

Information security policies are an essential prerequisite to sound IT security. They are
designed to preserve the confidentiality, integrity, availability, and value of assets, as well
as ensure the continued delivery of services. They also establish the appropriate focus
and standards for acceptable security practices across an organization. This policy is
based on federal regulations and highlights HUD’ s goals and requirements for protecting
itsIT assets.

All HUD components must comply with the basic requirements of this policy and its
associated operational standards and technical documentation. Each component must
also determine any need for additional safeguards above this baseline level and
implement them appropriately. Additional safeguards should be based on an assessment
of risk and local conditions.

1.1 Purpose

This document establishes the information security policy for HUD. The policy
prescribes responsibilities, practices, and conditions that directly or indirectly promote
security in the development, operation, maintenance, and support of all HUD IT
resources.

The policy identifies security practices that are appropriate to HUD’ s mission, provide
cost-effective protection of HUD’s I T, respond to security issues associated with
contemporary technologies and risks, and are consistent with current applicable federal
security laws, policies, and regulations.

1.2 Scope

This policy provides acomprehensive view of IT security considerations. It addresses
technical security services, as well as the management and operational requirements for
I'T security, and it identifies all relevant security roles and responsibilities and affected
organizations. In addition, the policy addresses security-relevant boundaries (e.g.,
interfaces with external systems and networks and any use of personal computing in the
conduct of HUD’ s business). It also reflects the increasing requirements for internal and
external security oversight from the HUD Office of Inspector General (OIG) and in
response to the Federal Information Security Management Act (FISMA).

Since this policy isintended to provide a set of basic protection goals and standards, the
procedura details normally found in operational and technical documentation are not
within the scope of this document.



Information security policies conventionally require systems to provide various technical
security services (e.g., authentication, access control, and intrusion detection); however, a
comprehensive policy aso identifies managerial and operational requirements, which
recent regulations have emphasized. For example, federal departments are required to
integrate security planning into their Capital Planning and Investment Control (CPIC)
process. Also, the Office of Management and Budget (OMB) requires periodic reports
on the state of information security activities at all federa departments, and these reports
have implications for acquiring and maintaining such information.

Asaresult, this policy hasimplications for more than security specialists and will affect
System Owners and devel opers, practitioners of non-1T security disciplines, support
operations personnel (e.g., security training and awareness personnel, contract managers),
and personnel interacting with the HUD privacy advocate, OIG, external auditors, HUD
Enterprise Architecture (EA) developers, and other agencies.

In addition, this information security policy appliesto HUD Program Offices that have
security-specific or security-relevant roles and responsibilities, such as system security
planning, certification and accreditation (C&A), security audit, configuration
management (CM), continuity of operations (COOP) activities, and security incident
response. The policy also appliesto all HUD employees, contractors, and service
providers who must comply with day-to-day provisions of HUD policy (e.g., proper
password choice and management, maintaining security awareness, incident reporting,
and prompt system upgrades).

1.3 Authority for Policy

The authority for the issuance of this policy rests with the Office of Chief Information
Officer. The Program Office that will subsequently issue and maintain this policy
includes those responsible for the following:

e Information security policy development
e |T security review and evaluation
e Information security policy enforcement

e Conformance monitoring and evaluation, including the identification and
monitoring of metrics where possible

e Interactions with associated policy elements, HUD business functions, system
acquisition authorities, and external agencies

e Policy revisions, including interim updates and annual re-issuances, when
required

1. Policy waiver evaluations

Section Error! Reference source not found. provides the detailed allocation of
information security roles and responsibilities among HUD personnel.



1.4 Policy Basis

This policy is primarily based on recent federal laws, regulations, and guidance on
information security (e.g., the rapidly growing series of National Institute of Standards
and Technology [NIST] Special Publications [SP] on information security). In areas
where federal guidelines are lacking or still evolving, the policy reflects established best
security practices within the security community. The policy a so incorporates
previously published HUD information security policy and guidelines.

1.5 Relationship to Other Documents and Processes

Asthe primary information source for fundamental requirements for maintaining the
confidentiality, integrity, and availability of IT resources, the policy identifies and
characterizes a comprehensive set of basic protection goals without stipulating how the
goals should be met (i.e., the specific technol ogies, mechanisms, or procedures involved).
Procedural details, particularly technical details that are either changeable or applicable to
one type of system (e.g., configuration for a particular operating system) are documented
separately.

The information security policy may change from time to time. For example, the
potential use of some newer technologies (e.g., wireless communications) can give rise to
additional policy requirements. In such cases, the policy will outline the basic relevant
security policy requirements; however, in general, the policy isfree from low-level
procedural and technical detail.

The requirements of this policy complement other agency measures for effective
management of assets and regulatory compliance (e.g., with the federal privacy laws).
References are made to those sources throughout this document.

Guidance on HUD information security standards, methodologies, procedures, and
adaptations to ongoing legislation and federal regulations and standards will be expanded
in a separate | nformation Technology Security Handbook. The handbook provides
additional guidance on information security policy elements, examples of which might
include password enforcement mechanisms, C& A procedures, and incident-response
procedures.

Where necessary, the most detailed, procedure-intensive, or volatile I T security guidance
will beissued in topic-specific guidelines. Generally, technical specialists are the
principal users of such guidelines (e.g., specifications of product version-specific
configuration settings that are consistent with security requirements or instructions for
recovering from a virus attack).*

The information security policy, handbook, and set of detailed guidelines form an
information security policy compendium as shown in Figure 1. This document
compendium becomes the foundation for secure HUD information system design,
operation, and maintenance. The figure also depicts mutual influences between

! Examples of topic areas being addressed in separate guidelines include security configuration guides

for IT products, media sanitization techniques, and certification practice statements.



information security policy and a variety of affiliated processes that information security

relies upon or affects to some extent, including Quality Assurance (QA), COOP

procedures, Critical Infrastructure Protection (CIP), and EA development.

Information security policy makes certain assumptions about protection measures that

respond to other HUD security policies and practices (e.g., physical security and
personnel security). For example, this policy presupposes reliable processes for

confirming the credentials of prospective system users. Information security policy also
presupposes the enforcement of suitable physical protection of the means of accessto
facilities housing HUD IT resources. However, since physical and personnel security

policies are not exclusively or primarily concerned with IT resource protection,

documents in the information security policy compendium refer to such separate policies
or make assumptions about their provisions, as appropriate.
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Section 2 describes the information security roles and responsibilities assigned to HUD
personnel. The policiesin Sections 3, 4, and 5 describe in more detail the management,
operational, and technical areas of controls necessary to evaluate or assess compliance:



Management Controls—focus on IT security system management and system
risk management that consist of risk mitigation techniques and concerns normally
addressed by management.

Operational Controls—address security methods that focus primarily on the
mechanisms implemented and executed by people. These controls are designed to
improve the security of a particular system or group of systems. These controls
frequently require technical or specialized expertise and often rely on
management and technical controls.

Technical Controls—focus on security controls that a computer system executes.
These controls can provide automated protection for unauthorized access or
misuse, facilitate detection of security violations, and support security
requirements for applications and data.

Within individual policy requirements, this document includes, where applicable,
references to federal standards and regulations that are sources of the policy
requirements. These are summarized in Appendix A. Theinclusion of the referencesis
intended to provide the policy user with additional information and to serve as a means of
confirming the comprehensiveness of HUD' s response to the standards and regulations.

1.7

Laws and Regulations

HUD has established a department-wide I T security policy based on the following
Executive Orders (EO), public laws, and national policies:

Electronic Government Act (P.L. 107-347), December 2002.

Executive Order 13231, Critical Infrastructure Protection in the Information Age,
October 16, 2001.

Federal Information Security Management Act (FISMA) of 2002, November 25,
2002.

FIPS Pub 140-1, Security Requirements for Cryptographic Modules, January
1994.

FIPS Pub 140-2, Security Requirements for Cryptographic Modules, May 2001.

FIPS Pub 199, Sandards for Security Categorization of Federal Information and
Information Systems, December 2003.

FIPS Pub 200, Minimum Security Requirements Controls for Federal Information
and Information Systems (projected for publication December 2005).

FIPS Pub 201, Personal Identity Verification for Federal Employees and
Contractors, February 2005.

Homeland Security Presidential Directive (HSPD) 7, Critical Infrastructure
|dentification, Prioritization, and Protection, December 17, 2003.

Office of Management and Budget Memorandum 03-19, Reporting Instructions
for the Federal Information Security Management Act and Updated Guidance on
Quarterly IT Security Reporting, August 2003.



e Office of Management and Budget Memorandum 03-22, OMB Guidance for
Implementing the Privacy Provisions of the E-Government Act of 2002,
September 2003.

e Office of Management and Budget Memorandum 04-04, E-Authentication
Guidance for Federal Agencies, December 2003.

e Office of Management and Budget, Circular A-130, Appendix 11, Transmittal
Memorandum #4, Management of Federal Information Resources, November
2000.

e Paperwork Reduction Act of 1995 (P.L. 104-13), May 1995.

e Privacy Act of 1974, As Amended, 5 United States Code (U.S.C.) 552a, Public
Law 93-579, Washington, D.C., July 14, 1987.

e Public Law 104-106, Clinger-Cohen Act of 1996 (formerly, Information
Technology Management Reform Act [ITMRA]), February 10, 1996.

e Public Law 104-191 (H.R. 3103), Health Insurance Portability and
Accountability Act of 1996.

e Public Law 107—296, Homeland Security Act of 2002.
3. Various NIST Special Publications (SP).

1.8 Definitions

Following is a series of the key definitions applicable to the policies and procedures
outlined in this document.

1.8.1  Sensitive Information

“Sensitive information” (defined by the Computer Security Act of 1987) isinformation to
which access must be controlled and restricted in order to protect the national interest, the
conduct of federal programs, and the privacy to which individuals are entitled under the
Privacy Act (Section 552aof Title 5, U.S.C.), but is not specified by Executive Order or
an act of Congress to be kept secret (i.e., classified as Top Secret, Secret, or Confidential)
in the interest of national security or foreign policy. Examples of sensitive information
include personal data (e.g., Socia Security Number), trade secrets, system vulnerability
information, pre-solicitation procurement documents (e.g., Statement of Work [SOW]),
and law enforcement investigative methods. Sensitive information must be protected
from loss, misuse, modification, and unauthorized access.

FIPS Pub 199, Standards for Security Categorization of Federal Information and
Information Systems, was published in December 2003. It is now the mandatory standard
for categorizing the sensitivity associated with federal information and information
systems (except national security systems).

FIPS Pub 199 provides federa departments with a more detailed categorization of their
information assets than the Computer Security Act of 1987 recognized. FIPS Pub 199

distinguishes among low, moderate, and high sensitivity categories and deals explicitly
with integrity, availability, and confidentiality as security goals. Categories correspond



to the different degrees of potential impact a security incident may have on a
department’ s mission, assets, legal responsibilities, functions, or individuals.

1.8.2  Public Information

This type of information can be disclosed to the public without restriction, but requires
protection against erroneous manipulation or alteration (e.g., a public website).

1.8.3  Information Technology

The Clinger-Cohen Act defines information technology as any equipment or
interconnected system or subsystem of equipment that is used in the automatic
acquisition, storage, manipul ation, management, movement, control, display, switching,
interchange, transmission, or reception of data or information by an executive agency.
For purposes of the preceding definition, “equipment” refersto that used by HUD or by a
contractor under contract with HUD if that contractor (1) requires the use of such
equipment or (2) requires the use, to a significant extent, of such equipment in the
performance of a service or the furnishing of a product. The term “information
technology” includes computers, ancillary equipment, software, firmware, and similar
procedures, services (including support services), and related resources.

1.8.4  HUD Information Technology System

A HUD system isinformation technology that is (1) owned, leased, or operated by a
Program Office, (2) operated by a contractor on behalf of HUD, or (3) operated by
another federal, state, or local government agency on behalf of HUD. HUD systems
include both general support systems and major applications.

1.8.4.1 General Support System

An interconnected set of information resources under the same direct management

control that shares common functionality. It normally includes hardware, software,
information, data, applications, communications, and people. A general support system
can be, for example, alocal area network (LAN) including smart terminals that support a
branch office, an agency-wide backbone, a communications network, a departmental data
processing center and its operating system and utilities, atactical radio network, or a
shared information-processing service organization. The Office of the Chief Information
Officer isthe Program Office responsible for most of these systems at HUD and the
Deputy CIO for IT Operations is the System Owner for such systems.

1.8.4.2 Major Application

A major application is an information system that requires special attention to security
due to the risk and magnitude of harm resulting from the loss, misuse, or unauthorized
access to or modification of the information in the application. A major application may
actually be made up of hardware, software, and firmware, but it is distinguishable from a
general support system by the fact that it is a discreet application; whereas, general
support systems may support multiple applications.



1.9 Exceptions

When a Program Office is unable to comply with policy, it may request an exception.
Exceptions are generally limited to mission-specific systems that are not part of the HUD
Enterprise Infrastructure. Thisrequest is made to the Chief Information Security Officer
(CI1S0) through the Authorizing Official (AO) and must include the operational
justification, risk acceptance, and risk mitigation measures.
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2.0 ROLES AND RESPONSI BI LI TI ES

Responsi bility for protecting the confidentiality and integrity of
HUD s i nformati on and technol ogi cal resources is shared jointly by
its enpl oyees, business partners, and contractors. However, in an
effort to enable effective and conplete inplenentation of this
policy, specific duties have been assigned to individuals who will be
fully accountable for fulfilling the associated requirenents. This
section describes the specific information security roles and
responsibilities.

2.1 Secretary of the Departnment of Housing and Urban Devel opnent

The Secretary of HUD is responsible for ensuring that HUD I T systens
and their data are protected in accordance w th congressional and
presidential directives. To that end, the Secretary wll:

* Ensure the integrity, confidentiality, and availability of
informati on and i nformati on systens.

* Ensure that HUD adheres to the requirenents of its Information
Security Programthroughout the life cycle of each HUD system

* Submit the results of independent eval uations performed by the HUD
I nspector Ceneral (1G to the Director of the OMB annually. These
eval uations are to accompany HUD annual budget submi ssions.

2.2 Chief Information Oficer

The HUD Chief Information Oficer (CIO wll establish and oversee
the department-w de Information Security Program and provide
consul ting assistance to all HUD offices for their individua
programs. |n addition, the C1O has the followi ng information
security responsibilities:

* Appoint, in witing, a federal enployee to serve as the Cl SO

* Participate in devel opi ng HUD perfornmance plans, including
descriptions of tinmefranmes and budget, staffing, and training
resources required to i nplenment the departnentw de I nformation
Security Program

* Establish policy and oversight procedures to ensure that all
i nformati on systens acquisition docunents, including existing
contracts, incorporate appropriate IT security requirenents and
comply with HUD I T security policies.

* Ensure that HUD s Information Security Programintegrates fully
into the HUD EA and CPI C processes.

* Ensure that Program Oficials and/or System Omers understand and
appropriately address risks, especially interconnectivity with other
progranms and systens outside their control

* Review and evaluate the Information Security Program at | east
annual | y.

* Ensure that an I T Security Perfornmance Metrics Programis
devel oped, inplenented, and funded.

* Report to the Secretary on matters relating to the security of HUD



I T systens.

* Continuously strengthen the Information Security Program

* Ensure that adequate resources are provided for the Information
Security Program

* Direct that all IT security requirenents be foll owed.

* Accept responsibility for the Information Security Program
successfully neeting all federal regulations.

* Ensure overall program success.

2.3 Chief Information Security Oficer

The Chief Information Security Officer (ClSO reports directly to the
ClOon natters pertaining to IT security within HUD. The CISO w ||
performthe foll owi ng duties:

* Serve as the departmentw de principal advisor on IT security
matters.

* | ssue departnent-wide I T security policy, guidance, and
architecture requirenents for all HUD IT systens and networks and
provi de oversight to ensure these policies are inplenmented.

* Serve as the principal departmental |iaison with organizations
outside HUD for matters relating to I T security.

* Revi ew and approve the processes, techniques, and net hodol ogi es

pl anned for use in certifying and accrediting HUD I T systens. These
i nclude security test and eval uati on plans, contingency pl ans, and
ri sk assessnents.

* Carry out Cl SO responsibilities under FISVA

* Possess the professional qualifications, including training and
experience, required to adm nister the functions descri bed.

* Head an office with the m ssion and resources required to assist in
ensuring HUD conmpli ance.

* Develop and maintain a HUD I nformati on Security Program

* Direct HUD s day-to-day nmanagenent of the Information Security
Program

* Coordinate all security-related interactions anong Program O fices
involved in the Information Security Program as well as those
external to HUD

* Support Information System Security Oficers (1SSO and participate
in the selection of qualified staff fromthe Program O fices.

* Serve as a nmenber in the Technol ogy I nvestment Board Working G oup
2.4 Information System Security O ficer

An | SSO shall be appointed in witing by the appropriate Program
Oficial for each general support system and mmjor application. The
| SSO can be either a governnent enployee or an appropriately cleared
support contractor. The I1SSO is responsible for ensuring that
management, operational, and technical controls for securing IT
systens belonging to the Program O fice are in place and foll owed.
The 1SSOw Il performthe follow ng functions for the Program Ofi ce:
* Serve as the principal Point of Contact (POC) for all matters
pertaining to the security of the IT systenms for which the ISSOis
responsi bl e.

* Qversee the preparation of security plans, such as those required
for C&A in coordination with the System Omner.

* Periodically review conputer systens and networks to ascertain if
changes have occurred that could adversely affect security.

* Ensure that systemusers receive initial conmputer security

i ndoctrination and annual follow on training, as required by
appl i cabl e directives.

* Enforce an access control policy by which only authorized persons



can gain access to HUD I T systens and networ ks.

* |mediately report any security violation, attenpt to gain

unaut hori zed access to sensitive data, virus infection, or other
event affecting the security of HUD systems and networks to the
appropriate Computer Security Incident Response Center (CSIRC).

* Enforce the capability to track user activity on a system and
report any di screpancies or msuse of automated resources.

* Manage the I T Security Metrics Programfor the IT system Collect
and anal yze data and coordinate with the Cl SO as appropriate

* Inplement |IT security policies as directed by, and in coordination
wi th, higher authority.

* Attend required rol e-based security training.

An |1 SSO can be assigned to nore than one general support system or
maj or application.

2.5 Contracting O ficer, Governnent Technical Mnitor, and Gover nnent
Techni cal Representative

Contracting O ficers, Governnent Technical Mpnitors (GITM, and
Covernment Techni cal Representatives (GIR) are responsible for
ensuring that security is properly and adequately addressed as part
of system acquisition and other contracting activities.

Specifically, these individuals will ensure that:

* New contracts include appropriate | anguage and cl auses to enforce
HUD I T security policy and that existing contracts include
appropriate | anguage when nodifi ed.

* Any security clauses are devel oped and used in accordance with
Depart mental procurenment policy, the HUD Acquisition Regul ation
(HUDAR) and Federal Acquisition Regulation (FAR)

* All new or nodified HUD contracts include a clause requiring IT
security awareness training and, where appropriate, role-based
training for specific job categories with security responsibilities.
* All new or nodified HUD contracts include a clause requiring
contractor conpliance with HUD conputer security incident
identification and reporting policy and procedures.

* | T security functional and assurance requirenments are incorporated
in informati on system procurenent docunents in accordance with HUD I T
security policy.

* Contractors and subcontractors provide copies of their internal IT
security plans and procedures to the Cl SO upon request.

* Existing and future contracts include requirenments to have
qualified security representatives (e.g., CI SO |SSO or other

desi gnated HUD Program O fice personnel) conduct site surveys at
non-HUD facilities.

2.6 Hel p Desk

The hel p desk staff wll:

* Assist HUD enpl oyees in technical security matters.

* Recogni ze and report security incidents to HUD CSIRC, engage
resources for corrective action, and assist users in recovery.

2.7 Physical Security/Facilities Goup/Security Oficer

This generic title is used to identify the person or persons
responsi ble for the physical security of the facility and the person
or persons responsible for issuing badges and conducting required
background checks for enployees and contractors. |In addition, the
title is generic to cover outsourced conputer services and
oper ati ons.

The physical security staff and security officer will:

* Devel op and enforce appropriate physical security controls.

* |dentify and address the physical security needs of conputer



installations, office environnents, and backup install ations.

* Process and mai ntain personal background checks and security

cl earance records.

* |ssue HUD ldentification (1D) badges to enpl oyees and contractors
i n accordance with HSPD- 12.

2.8 Deputy Chief Information Oficer for Information Technol ogy

Qper ati ons

The Deputy CIO for IT Operations wll:

* Monitor security technol ogy devel opments and eval uate their

useful ness for, or inpact upon, HUD nission, architecture, and
operati ons.

* Direct |IT contingency planning.

* Work with the Program O fices, functional managers, and System
Onners on technol ogy and contingency pl anni ng i ssues.

* Omn and secure the IT infrastructure (e.g., general support
systens) that provides shared services across Program O fi ces.

2.9 Program O fices/ System Oaners

Program O fi ces, or System Omners, use IT to help fulfill the

busi ness requirements necessary to achieve the m ssion needs within
their programarea of responsibility. As such, they are responsible
for the successful operation of IT systens within their program area
and are ultimately accountable for the security of the IT systens and
progranms under their control. The Ofice of the Chief Information
Oficer is the Program O fice responsible for nbost General Support
Systens at HUD;, the Deputy CIO for IT Operations is the System Oaner
for such systens. The Program Offices/System Owers will:

* Work closely with the ClO and other programand |IT nmanagers to
ensure a conpl ete understandi ng of risks, especially the increased
risks resulting frominterconnectivity with other progranms and
systens over which the Program Ofices have little or no control.

* Prepare information systemsecurity plans and risk assessnents for
i nformati on systens under their purview.

* Ensure information systens under their purview are certified and
accredited.

* Review, in consultation with the CISO the IT systemsecurity
within their programarea at |east annually.

* Manage t he procurenment and operation of their Program O fice

i nformation systens.

* Assure adherence to information security policy in the design and
operation of application systens.

* Coordinate with the Deputy CIO for I T Operations and the Cl SO on
security matters involving HUD information architecture, as a whole.
2.10 HUD Managers, Supervisors, and Enpl oyees

Al HUD personnel and support contractors who have been authorized
access to sensitive data are responsible for protecting that data.
These responsibilities include the foll ow ng:

* Conply with IT security policy and apply its principles to daily
work activities.

* Enforce I T security policy and ensure that enpl oyees and
contractors conply with I T policies and procedures.

* Assune accountability for protecting sensitive information under
their control in accordance with this policy.

* Attend annual |IT Security Awareness training.

* Attend required rol e-based security training-pertains to those
having a security-related role (e.g., system and network

admini strators).

* Report IT security incidents (e.g., virus and nalicious code



attacks) to the appropriate CSIRC according to established

pr ocedur es.

* Cooperate with CSI RC Team menbers.

* Cooperate with Information Security Programrepresentatives or

ot her designated HUD Program O fice personnel during security
conpliance reviews at HUD Program Office facilities and site surveys
at non-HUD facilities.

* Ensure that IT security nmetrics data are collected in accordance
with direction fromthe Cl SO and | SSO Manager s/ Super vi sors.

* Understand and conply with HUD policies, standards, and procedures
regardi ng the protection of sensitive HUD infornation assets.

2.11 Authorizing Oficia

The Authorizing Oficial (AO is a senior governnent nanagenent
official with the authority to formally assume responsibility for
operating an I T system at an acceptable |level of risk. AGCs contro
personnel, operations, naintenance, and budgets for their systens or
field sites; therefore, AGs shall control the resources necessary to
mtigate risks. An AO shall be assigned to each general support
system and maj or application. The AO shall be a Senior Oficial who
is the Program Assi stant Secretary, Deputy Assistant Secretary, or
equi val ent Program Head.

The AO may assign a designated representative to act on the AO s
behal f and be enpowered to make certain decisions with regard to the
pl anni ng and resourcing of security C&A activities, the acceptance of
system security plans, and the determination of risk to agency
operations, agency assets, and individuals. The only activity the AO
cannot delegate is the security accreditation decision and signing
the associated accreditation decision letter (i.e., the acceptability
of risk to the agency).

ACs are responsible for the follow ng:

* Revi ewi ng and approving the corrective actions necessary to
mtigate residual risks.

* Approvi ng/ di sapprovi ng system accreditation.

* Termnating systemoperations if security conditions warrant such
action.

An AO can be responsible for nore than one general support system or
nmaj or application.

2.12 Certification Agent

A Certification Agent is assigned to each HUD I T system by an
appropriate departnment-level official. Normally, the CISOis
designated as the Certification Agent for all |IT systens under the
departnent's control

To preserve the inpartial and unbi ased nature of security
certification, the Certification Agent should be in a position that

i s independent fromindividuals directly responsible for information
system devel opnent and day-to-day system operations. The
Certification Agent should al so be i ndependent of those individuals
responsi ble for correcting security deficiencies that are identified
during security certification.

Certification Agents nmust be governnent enpl oyees and nust be
designated in witing at the departnent |evel. Designhation letters
shal | be signed by the appropriate Under Secretary or Program O fice
Head. For each IT system the Certification Agent shall

* Ensure that a risk analysis is perfornmed, that required C&A
activities are conpleted, and that the results are documnent ed.

* Prepare a Security Eval uation Report that clearly docunents
residual risks on the status of the certification for the AO



A Certification Agent can be responsible for nore than one general
support systemor nmjor application.
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3. 0 MANAGEMENT POLI CI ES
3.1 Basic Requirenents

In order to ensure the security of HUD information resources, basic
security nanagenent principles nust be followed. These principles
are applicable throughout the departnent and formthe cornerstone of
the Informati on Security Program

HUD Pol i cya. Every HUD conputing resource (e.g., desktops, |aptops, servers,
portabl e el ectronic devices, Comrercial off-the-Shelf [COTS] software packages,
and applications) shall be individually accounted for as part of a recognized

i nformati on systeminventory. The O fice of Adm nistration and Managenent
Services (OAMS) shall maintain inventory accountability for all systens hardware
and m croconputers with an acquisition cost of $500 or nore. The Deputy Cl O for
I T Operations, in coordination with the Inspector General (1GQG, shall nmaintain a
current systeminventory for all comrercial software and application systens
used by HUD to process, store, and/or transmt information. This inventory shal
be updated once a year.b. Program O fices/ System Omers shall prepare and

mai ntain an active and effective Information Security Plan for each HUD

i nformati on systemunder their purview The Information System Security Plan is
required prior to the start of certification and accreditation and it shall be
revi ewed and updated, if needed, once a year.c. Program O fices shall designate
an | SSO for every HUD informati on system under their purview d. Program

O fices/System Omers shall conduct a privacy inpact assessnent on all systens
under their purview that process personally identifiable information in
accordance with OvVvB Menorandum 03-22 and the E-Governnent Act.e. Program

O fices/System Omers shall apply all nandated Health I nsurance Portability and
Accountability Act (H PAA) Privacy and Security regulations to all systems under
their purview that process personal health information.

3.1.1 Information and Information System Categorization

The FIPS Pub 199, Standards for Security Categorization of Federa
Informati on and Information Systenms, was published in February 2004.
This publication is the mandatory standard for categorizing the
sensitivity associated with all federal systens except those that
deal with national security systens.

FI PS Pub 199 provides federal departnents with a nore detailed
categorization of their information assets than was recogni zed under
the Conputer Security Act of 1987. This publication distinguishes
among | ow, noderate, and high sensitivity categories, and deals
explicitly with integrity, availability, and confidentiality as
security goals. These categories correspond to different degrees of
potential inmpact that a security incident may have on a departnent's
m ssion, assets, legal responsibilities, functions, or individuals.
The NI ST SP 800-60, Guide for Mapping Types of Information and
Informati on Systems to Security Categories, provides guidance on
assigning sensitivity categories to information systens.

.. TD:



HUD Policya. Program O ficials shall include IT security requirenents in their
capital planning and investnent business cases in accordance with N ST SP 800-
65, Integrating IT Security into the Capital Planning and | nvestment Control
Process.b. Program Oficials shall ensure that IT security requirements are
adequately funded and docunented in accordance with current OVB budgetary

gui dance and NI ST SP 800-65.c. The CI SO shall certify in witing that adequate
security funding is included for all IT infrastructure projects, as appropriate,
for the projects' System Devel opnent Life Cycle (SDLC) phase.d. The Technol ogy

| nvest nent Board Executive Conmittee shall not approve any capital investment in
which the IT security requirenents are not adequately defined and funded.

3.3 Contractors and Qutsourced Operations
Conput er security requirenents nmust be incorporated in contractua
docunents that involve the acquisition, devel opnment, and/or operation
and mai ntenance (O&\V) of conputer resources. These requirenents nust
be applied at the beginning of a project or acquisition and in all
foll owon contracts or purchasing agreenents involving the
acqui sition of conputer resources. Conputer resources include
har dwar e, software, maintenance, and other associated IT products and
servi ces.
The use of contractors is essential to the success of HUD.
Contractors fill a vital role in the daily operations of the
departnent and they too have a responsibility to protect the
i nformati on they process. To ensure the security of the information
in their charge, contractors mnmust adhere to the same rules and
regul ati ons as governnent enpl oyees.
HUD Pol i cy
a. The O fice of Procurenment and Contracts (OPC) and Contracting
Oficers (CO shall ensure that all solicitation docunents, SOA, and
applicabl e contract vehicles identify and docunent the specific
security requirenments for |IT services and operations that are
required of the contractor

The security requirenments shall include how sensitive information
is to be handled and protected at the contractor's site. The
requi rements shall apply to any information stored, processed, or
transmtted using the contractor's conputer systens, as well as
background investigations, clearances, and/or required facility

security.
The SOM and contracts shall require that at the end of the
contract, the contractor nust return all information and | T resources

provided during the life of the contract and nust certify that all
HUD i nformati on has been purged from any contractor-owned system used
to process HUD information.

b. OPC and CGCs shall ensure that all solicitation docunents, SO,
and applicabl e contract vehicles contain a statenent requiring
contractors to adhere to HUD I T security policies.

c. The CI SO and Program O fices that outsource |IT security services
shall do so in accordance with NI ST SP 800-35, CGuide to Information
Technol ogy Security Services.

d. Program O fices/System Owmers shall conduct reviews in accordance
with NI ST SP 800-26, Security Self-Assessnent Guide for Infornmation
Technol ogy Systens, and N ST SP 800-53, Recommended Security Controls
for Federal Information Systens, once a year to ensure that contract

I T security requirenments are inplenmented and enforced for systens
under their purview.

3.4 Performance Measures and Metrics

Security netrics are collected neasures of the adequacy of in-place



HUD security policies, procedures, and controls. At severa

organi zational levels, the routine collection and review of security
metrics help identify new security goals and justify investment in
them NI ST

SP 800-55, Security Metrics for Information Technol ogy Systems, July
2003, provides guidance in the identification and use of security
nmetrics. NI ST prescribes the use of readily obtainable quantifiable
nmeasures that are capabl e of repeatable collection to neasure
progress toward defined security goals. N ST 800-55 defines security
nmetrics of three types:

1. Inplenentation netrics-used to evaluate conpliance with security
policy

2. Effectiveness netrics-used to evaluate the effectiveness of
security services

3. Inpact netrics-used to neasure the effect of security events on
busi ness or mi ssion

HUD Pol i cy

a. The Cl O shall ensure that devel opnent, adequate resource
assignment, and effective operations of the HUD Security Metrics
Program are in accordance with N ST SP 800-55, Security Metrics for

I nformati on Technol ogy Systens.

b. The C1Q, in conjunction with the C1 SO shall work with Program
Ofices, System Omers, and other personnel with information security
responsibilities to assure understandi ng of and conpliance with the
Metrics Program and to define and track suitabl e perfornmance

nmeasur es.

c. Program Ofices shall provide the CISO with sem annual data on
their progress in inplementing I T security performance neasures.

3.5 Critical Infrastructure Protection

Critical Infrastructure Protection (CIP) is concerned with providing
and nmai ntai ning adequate | evels of security and redundancy to assure
the performance of a mninmal set of governnent and human-rel at ed
services vital to the protection of people, the stability of the
nati onal economy, and the security of the nation. Homeland Security
Presidential Directive (HSPD) 7, Critical Infrastructure
Identification, Prioritization, and Protection, dated Decenber 17
2003, stipulates that the national goal is to assure that any
interruption or mani pul ation of these critical nationa
infrastructures is brief, infrequent, manageabl e, geographically
isolated, and nminimally detrimental to the welfare of the United
States. EO 13231 and its anmendnents (i.e., EO 13284, EO 13286, and
EO 13316), Critical Infrastructure Protection in the Information Age,
reaffirms the need to take continual actions to secure information
systens, emergency preparedness comuni cations, and physical assets.
It is HUD s policy to have in place a conprehensive and effective
program and net hodol ogy to identify and protect HUD s nationa
critical assets.

HUD Pol i cy

a. The GO in coordination with the Program O fices, shall identify
all critical assets in accordance with HSPD 7, Critica
Infrastructure ldentification, Prioritization, and Protection, to
determ ne the interdependencies of these critical assets and devel op
and i mpl ement a CIP Ri sk Managenent Plan to ensure that these assets
are adequately protected.

b. The C SO shall conduct yearly vulnerability assessments of IT
resources that have been identified as part of HUD s critica
infrastructure.



c. In the event that the primary and/or alternate tel econmunications
services are provided by a wireline carrier, the Deputy ClOfor IT
Qperations shall request Tel ecomruni cations Service Priority (TSP)
for all telecomrunications services used for national security
enmer gency preparedness.
3.6 Informati on Technol ogy Contingency Pl anni ng
I nformati on technol ogy contingency planning refers to the interim
nmeasures needed to recover | T services followi ng an emergency or
system di sruption. Interimmeasures may include the relocation of IT
systens and operations to an alternate site, the recovery of IT
functions using alternate equiprment, or the performance of IT
functions using nmanual nethods.
The I T contingency planning is an integral part of ClP and COOP
pl anni ng; therefore, this policy supports CIP and COOP. The pl anning
is also closely related to the Business Inmpact Analysis (BIA) portion
of COOP. The BIA identifies, anong other things, the inmpact on
busi ness-function mssions, if the systemis unavailable for a
specific amount of time. The IT Contingency Plan will consider the
ClP, COOP Plans, and Bl As in establishing processing priorities.
HUD Pol i cy
a. The Cl SO shall devel op, docunment, and naintain a standard HUD-w de
process for IT contingency planning in accordance with N ST SP
800- 34, Contingency Pl anning Guide for Information Technol ogy
Syst ens.
b. Program O fices/ System Oamers shall devel op contingency plans for
i nformati on systens under their purview in accordance with NI ST SP
800-34. For systens rated noderate or high, Program Offices/System
Omners shall coordinate with the Program O fice responsible for CIP
and COCOP
c. Program O fices/ System Owers shall review contingency plans once
a year, update them and comuni cate any changes to the Program
Ofice responsible for COOP and CIP, if applicable.
d. Program O fices/ System Owers shall ensure that all personne
involved in I T contingency planning efforts are identified and
trained in the procedures and | ogistics of |IT contingency planning
and i npl enentation for systens under purview rated noderate or high
Refresher training shall be provided annually. For systens rated
hi gh, the training shall include simulated events.
e. Program O fices/ System Owers shall ensure that plans for systens
rated noderate or high are tested/exercised at |east annually.
Testing should be coordinated with el enents responsible for COOP
CIP, and incident response. For systens rated high, the Program
O fices/System Omers shall ensure testing at the alternate
processing site.
f. The Deputy C1O for IT Operations shall provide an alternate site
for storing system backup information. The alternate site nust be
geographically separated fromthe primary storage site for backup
i nformati on of systens rated noderate or high. For systens rated
hi gh, the storage site shall:

Be configured to facilitate tinmely and effective recovery
operations

Identify potential accessibility problens in the event of an
area-w de di sruption or disaster and outline explicit mtigation
actions
g. The Deputy CIO for IT Operations shall provide an alternate
processing site for systens rated noderate or high and ensure that
the equi pment and supplies required to resunme operations are either



available at the alternate site or contracts are in place to support
delivery to the site. The alternate site shall:

Be geographically separated fromthe primary processing site

Be reviewed to identify potential accessibility problenms in the
event of an area-wi de disruption or disaster and outline explicit
mtigation actions

Have priority-of-service provisions in accordance with HUD s
avail ability requirenents
For systens rated high, the site shall be fully configured to support
a mnimumrequired operational capability and ready to use as the
operational site.

h. The Deputy CIO for |IT Operations shall provide for primary and
alternate tel ecommunications services to support systens rated
noderate and high. The Deputy CIO for IT Operations shall also
initiate the necessary agreenent to pernmt the resunption of system
operations for critical business within 24 hours when prinary

tel ecommuni cati ons are unavail able. The Deputy CIO for I T Qperations
shal | ensure that:

Agreenents contain priority-of-service provisions in accordance
with HUD s availability requirenents

Al ternate service does not share a single point of failure with
the primary service
For systens rated high, the Deputy CIO for I T Operations shall ensure
t hat :

Providers of alternate sites are sufficiently separated from
primary service providers so they are not susceptible to the sanme
hazar ds

Providers of primary and alternate services have adequate
conti ngency pl ans
i. The Deputy CIOfor IT Operations shall ensure that HUD has
nmechani sns with supporting procedures to allow the information system
to be recovered and reconstituted to the systens original state after
a disruption or failure. For systens rated high, the Deputy Cl O for
I T Operations shall ensure that the systens are fully recovered and
reconstituted as part of the contingency plan test.

3.7 System Devel opnent Life Cycle

Al federal information systens, including operational systens,
systens under devel oprment, and systens undergoi ng nodification or
upgrade, are in sonme phase of what is commonly referred to as the
SDLC. Many activities during a systenmis life cycle have cost,
schedul e, and performance inplications. 1In addition to the
functional requirenents levied on an information system security
requi rements nust al so be considered. Wen fully inplenmented, the

i nformati on system nmust be able to nmeet its functional requirenents
and do so in a nmanner that is secure enough to protect agency
operations, assets, and individuals.

In accordance with the provisions of FISMA, agencies are required to
have an agency-wi de Information Security Program and that program
nmust be effectively integrated into the SDLC

HUD Pol i cy

a. Program O fices/System Owmers shall ensure that security is
integrated into the SDLC from I T systeminception to system di sposa
through adequate and effective managenent, personnel, operations, and
techni cal control mechanisnms in accordance with NI ST SP 800- 64,
Security Considerations in the Information System Devel opnent Life

Cycl e.

b. Program O fices/System Omers shall ensure information systens



that have been rated noderate or high are designed and i npl enent ed
usi ng security engineering principles in accordance with N ST SP
800-27 Rev A, Engineering Principles for Information Technol ogy
Security (A Baseline for Achieving Security).

c. Program O fices/System Owmers shall ensure information systens
that have been rated noderate or high physically or logically
separate user interface services (e.g., public web pages) from

i nformati on storage and managenent services (e.g., database
management). Separation may be acconplished using different
computers, different central processing units, different instances of
the operating system different network addresses, conbinations of
these nethods, or other nethods as appropriate.

3.8 Configuration Managenent

Configuration Managenent's (CM primary concern i s managi ng the
configuration of all hardware and software elenents of IT systens and
networks and the security inplications when changes occur. The
initial configuration of the systemor network nust be docunented in
detail and all subsequent changes to any conponents mnust be
controll ed through a conpl ete and robust CM process. Configuration
Managenment has security inplications in three areas to ensure:

* The configuration in which the systemor network is actually
installed and operated is consistent with the one under which its
security C&A was performed

* Any subsequent changes have been approved, including an anal ysis of
any potential security inplications.

* All recommended and approved security patches are properly

i nstall ed.

HUD Pol i cy
a. Program O fices/System Omers shall prepare Configuration
Managenment Plans for all |IT systems and networks under their purview.

The plan nust include a baseline configuration. For noderate to
hi gh-i npact systens, the systemshall use automated nechanisns to
mai ntain an up-to-date, conplete, accurate, and readily avail able
basel i ne configuration. The baseline is updated during
install ations.
b. Program O fices/System Owmers shall establish, inplenment, and
enforce change managenment and CM controls on all IT systens and
net wor ks under their purview. Changes to the information system nust
be docunented and they nust include emergency change procedures. For
hi gh-i npact systems, the system shall use autonated nechani sns to:
Docurent proposed changes
Notify appropriate approval authorities
Hi ghl i ght approval s that have not been received in a tinely nmanner
I nhi bit changes until necessary approvals are received
Docurent conpl et ed changes
c. IT security patches shall be installed in accordance with
Configuration Managenent Plans or fromdirection of higher
aut horiti es.
d. Program O fices/System Omers shall monitor and audit changes to
i nformati on systens under their purview and conduct security inpact
anal ysis as required by NI ST SP 800-37 and check the security
features of the systemto ensure the features are still functioning
properly.
e. Program O fices/ System Owers shall ensure that changes to the
information systemare restricted to a limted nunber of personne
who require access for their job responsibilities. For high-inpact
systens, the systemshall use an automated nechanismto enforce the



restrictions and provide audit information.

f. Program O fices/ System Owmers shall ensure that security settings
have been set to their nost restrictive values consistent with
operational requirenents. For COTS packages, Program O fices/ System
Omers shall consult N ST SP 800-70, Security Configuration
Checklists Programfor IT Products for the Configuration Checkli st
and configure the system accordingly. For high-inpact systens, the
system shal|l use automated nechanisns to centrally apply and verify
configuration settings.

g. Program O fices/ System Owers of systens that have been rated high
shal |l ensure that their software and information are protected

agai nst unaut hori zed changes. The Program O fices/ System Omners
shal |l use automated tools to nonitor the integrity of such

i nformati on and software. Acceptable methods for COTS packages
include, but are not Iimted to, parity checks, cyclical redundancy
checks, and cryptographi ¢ hashes.

h. Program O fices/ System Omers of systens under devel opnent that
have been rated high shall ensure that the system devel oper creates
and i npl ements a configuration managenment plan that controls changes
to the system during devel opnent, tracks security flaws, requires

aut hori zati on of changes, and provi des docunentation of the plan and
its inplenmentation.

i. Program O fices/System Omers of systenms under devel opnent that
have been rated noderate or high shall ensure that the system

devel oper creates a security test and eval uation plan, inplenments the
pl an, and docunents the results. Developnental security test results
shoul d only be used when no security relevant nodifications of the

i nformati on system have been nmade subsequent to devel oper testing and
after selective verification of devel oper test results.

3.9 R sk Managenent and R sk Assessnent

Ri sk assessnment is a process of identifying systemsecurity risks and
determning the probability of occurrence, resulting inpact, and
addi ti onal safeguards that would mitigate this inpact. Risk
management is a process that allows Program Oficials to bal ance the
operational and economc costs of protective neasures to achieve
gains in nmission capability by protecting the IT systens and data
that support their organization's mssions. It is the total process
of managi ng risks to agency operations, agency assets, or individuals
resulting fromthe operation of an information system It includes
ri sk assessnment and Cost-Benefit Analysis (CBA); as well as the

sel ection, inplenentation, testing, and security eval uation of
safeguards. This overall system security review considers both

ef fecti veness and efficiency, including the inpact on the m ssion and
constraints due to policy, regulations, and | aws.

As a prelimnary risk assessnment, Program O fices/ System Owmers shal
ensure that all systenms and data under their purvi ew have been
categori zed in accordance with FIPS 199, Standards for the Security
Cat egori zati on of Federal Information and |Information Systens.

HUD Pol i cy

a. Program O fices/System Omers shall ensure that all systens under
their purview have been subjected to a current risk assessnent in
accordance with the NI ST SP 800-30, Ri sk Managenent Guide for

I nformati on Technol ogy Systens. Ri sk assessnments are required prior
to the start of C&A

b. Program O fices/ System Owers shall conduct a risk assessnent
every three years and when a significant change is planned for any
system under their purview



c. Program O fices/ System Owers shall conduct an "e-authentication
ri sk assessnment” of the transactional systens under their purview
that provide governnment services using the Internet. The risk
assessment shall be conducted in accordance with OVB gui dance under
OVB- 04- 04,

E- Aut henti cati on Qui dance for Federal Agenci es.

3.10 Certification and Accreditation

Security accreditation is the official managenent decision given by a
seni or agency official to authorize the operation of an information
systemand to explicitly accept the risk to agency operations, agency
assets, or individuals based on the inplenentation of an agreed-upon
set of security controls. By accrediting an information system the
Aut horizing Oficial accepts responsibility for the security of the
systemand is fully accountable for any adverse inpacts to the agency
if a breach of security occurs.

Security certification is a conprehensive assessnment of the
suitability and effectiveness of nmanagenent, operational and
technical security controls in an information system This
assessment is made in support of security accreditation to determ ne
the extent to which the controls are being inplenmented correctly,
operating as intended, and producing the desired outconme with respect
to neeting systemsecurity requirenents. The results of the security
certification are used to reassess the risks and update the system
security plan, thus providing the factual basis for an AOto render a
security accreditation decision

Conpl eting a security accreditation ensures that an infornation
systemw || be operated with appropri ate managenent review, that
there exists ongoing nonitoring of security controls, and that
reaccreditations occurs periodically in accordance with federal or
HUD policy, including when there is a significant change to the
systemor its operational environnent.

HUD Pol i cy

a. Program O fices/System Oamers shall follow the guidelines
contained in NI ST SP 800-37, Cuidelines for the Security
Certification and Accreditation of Federal I|nformation Technol ogy
Systens, in certifying and accrediting their information systens.

b. Program O fices/System Omers shall ensure that whenever changes
are made to I T systens, networks, or to their physical environnent,

i nterfaces, or user-comunity makeup, the inpact on the security of
the information processed is reviewed via a docunent ed
security-inpact analysis as required by N ST SP 800-37

c. Program O fices/ System Owers shall ensure that systens are
certified and accredited at their initial operating capability every
three years thereafter and whenever a significant change occurs in
accordance with N ST 800-37.

d. Existing accreditations conpleted before the issuance of this
policy shall remain in effect if the accreditation conplied fully
with the policy in effect at the time of accreditation, no
significant deficiencies have been identified, and the system
configuration has not changed since accreditation

e. Program O fices shall update their POA&Ms on a quarterly basis for
systens under their purview as required by OVB

f. Program O fices/ System Owmers shall conduct an annual security
revi ew of systenms under their purview in accordance with NI ST SP
800-26, Security Self-Assessnent CGuide for Information Technol ogy
Systens, and NI ST SP 800-53, Reconmended Security Controls for
Federal Information Systenms. The results of such reviews shall be



i ncluded in the annual FISMA report to OVB

g. Program O fices/System Owers shall conduct vulnerability
assessments and/or security testing to identify vulnerabilities inIT
systens under their purview. These assessnments shall be conducted
yearly and when significant changes are nade to the IT systens.

h. Program O fi ces/ System Omers shall authorize and nonitor al
connecti ons between systens under their purview and ot her systens
outside the accreditation boundary. The connection(s) shall be
docunented in an Interconnection Security Agreenment in accordance
with NI ST SP 800-47, Security Quide for Interconnecting Information
Technol ogy Syst ens.

i. The CI SO shall inplenent a standard C&A net hodol ogy for all HUD
syst ens.

j. Program O fices/System Omers shall use this methodol ogy for al
C&As.

3.11 Incidents, Violations, and Disciplinary Action

I ndi vi dual accountability is a cornerstone of an effective security
policy. [If individuals are not held accountable for their actions,
there is little incentive for conpliance. Program Ofice heads are
responsi bl e for hol di ng personnel accountable for intentiona
transgressions and for taking corrective actions when security

i ncidents and violations occur. Corrective action does not
necessarily mean disciplinary action. Sonetimes renmedial training is
nore appropriate. Each Program O fice nust determ ne how best to
address each individual case.

An incident is a violation or inmnent threat of violation of
information security policies, acceptable use policies, or standard
computer security practices. Incidents may result fromintentiona

or unintentional actions. Inappropriate uses of HUD conputer
resources are al so considered security incidents.

HUD Pol i cy

a. HUD enpl oyees may be subject to disciplinary action for failure to
comply with HUD security policies, whether or not the failure results
in crimnal prosecution. |IT security-related violations are
addressed in U S. Departnment of Housing and Urban Devel opnent Ethics
Letters 92-1, Standards of Conduct and Principles of Ethical Service
for Federal Enployees.

b. HUD contractors and external users who fail to conply with
departnent security policies shall be subject to having their access
to HUD I T systens and facilities term nated, whether or not the
failure results in crimnal prosecution

c. Any person who inproperly discloses sensitive information shall be
subject to crimnal and civil penalties and sanctions under a variety
of laws (e.g., the Privacy Act).
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4.0 OPERATI ONAL PCLI CI ES

4.1 Personnel

HUD systens face threats from many sources, including the actions of
HUD enpl oyees, external users, and contractor personnel. The
intentional and unintentional actions of these individuals can
potentially harmor disrupt HUD systens and their facilities. These
actions can result in the destruction or nodification of the data
bei ng processed, denial of service (DoS) to the end users, and

unaut hori zed di scl osure of data, potentially jeopardizing HUD s

m ssion. Therefore, it is highly inportant that stringent safeguards
be taken to reduce the risk associated with these types of threats.

HUD Pol i cy
a. Program O fices shall designate the position sensitivity level for al
governnent positions that use, develop, operate, or maintain I T systens
under their purview and shall determine risk levels for each contractor
position in accordance with the Ofice of Personnel Managenent (OPM
policy and gui dance. Position sensitivity levels and risk levels shall be
reviewed periodically in accordance wi th OPM gui dance
b. Program O fices shall ensure that the incunbents of these positions
have favorably adjudi cated background investigations commensurate with the
defined position's sensitivity levels. Screening shall be consistent wth:
(i) 5 Code of Federal Regul ations (CFR) 731.106(a); (ii) OPM policy,
regul ati ons, and gui dance; (iii) organizational policy, regulations, and
gui dance; (iv) FIPS 201 and its attendant SP 800-73 and 800-76; and (V)
the criteria established for the risk designation of the assigned

posi ti on.
c. Program O fices/System Owmers shall ensure that no enpl oyee is granted
access to HUD systenms without having a favorably adjudicated M ni mum
Background I nvestigation (MBl), as defined in HUD s Personnel Security
Program for systens under their purview.
d. Program O fices/ System Owmers shall ensure that no contractor enployee
is granted access to HUD systens under their purview w thout having a
favorably adjudi cated background | nvestigation, as defined in HUD s
Handbook 732.3, Personnel Security/Suitability. Exceptions may be granted
by the C SO
e. Program O fices/ System Owmers shall ensure that no governnent enployee
is granted access to HUD systens processing sensitive information under
their purview who is not a citizen of the United States. Exceptions may be
granted at the Program Ofice | evel and nust be reported to the Cl SO and
the security officer.
f. Program O fices/ System Owmers shall ensure that no contractor enpl oyee
is granted access to HUD systens processing sensitive information under
their purview who is not a citizen of the United States, a national of the
United States (see 8 U.S.C. 1408), or an alien lawfully adnitted to the
United States for pernmanent residence. Exceptions nmay be granted at the
Program O fice level and reported to the Cl SO and the security officer

4.1.1 Rul es of Behavi or



Rul es of behavior are part of a conprehensive programto provide
conplete information security guidelines. The rules of behavior
establ i sh standards of behavior in recognition of the fact that
know edgeabl e users are the foundation of a successful |nformation
Security Program These guidelines are established to hold users
accountable for their actions and responsible for IT security.

HUD Pol i cy
a. The CI SO shall define generic rules of behavior for all IT systens.
b. Program O fices/ System Owers shall define additional rules of behavior
for all IT systens under their purview, when necessary.

c. 1SSCs shall ensure that users of systens sign the rules of behavior and
are given training regarding the rules of behavior and the disciplinary
actions that may result if the rules are viol ated.

4.1.2 Access to Sensitive Information

To protect sensitive information and linit the damage that can result
fromaccident, error, or unauthorized use, the principle of |east
privilege nust be applied. The principle of |east privilege requires
that users be granted the nost restrictive set of privileges (or

| owest cl earance) needed to performauthorized tasks (i.e., users
shoul d be able to access only the systemresources needed to fulfill
their job responsibilities).

The application of this principle ensures that access to sensitive
information is granted only to those users with a valid need to know.

HUD Pol i cy
a. Program O fices/System Owers shall ensure that users of IT systens
supporting their programs have a validated requirenent to access these
syst ens.
b. Program O fices/System Owmers shall ensure that users of IT systens
under their purview have approved access requests prior to granting access
to the systens.

4.1.3 Separation of Duties Policy

Separation of duties is designed to prevent a single individual from
being able to disrupt or corrupt a critical security process. This
separation is necessary for adequate internal control of sensitive IT
syst ens.

HUD Pol i cy

a. Program O fices/System Omers shall divide and separate duties and
responsibilities of critical IT system functions anong different

i ndividuals to mnimze the possibility that any one individual would
have the necessary authority or systens access to be able to engage
in fraudulent or crimnal activity.

4.1.4 Training and Awar eness

A key objective of an effective Information Security Programis to
ensure that all enployees and contractors understand their roles and
responsibilities and are adequately trained to performthem HUD
cannot protect the confidentiality, integrity, and availability of
its IT systems and the information they contain wthout the know edge
and active participation of its enployees and contractors in the

i mpl ement ati on of sound security principles.

HUD Pol i cy

a. The CI SO shall establish an IT security awareness and trai ning



programin accordance with N ST 800 SP 800-50, Buil ding an
I nformati on Technol ogy Security Awareness and Training Program The
program shall be consistent with CFR 930. 301.
b. Program O fices/ System Oamers shall establish additiona
system specific security training for sensitive systens under their
purvi ew, when necessary.
c. Program O fices/System Owers shall ensure that HUD personnel and
contractors accessing HUD I T systens receive initial training in
security awareness and accepted security practices as part of their
orientation. They shall sign the rules of behavior and receive
refresher training by May 31 of each year
d. Program O fices/ System Owers shall ensure that HUD personnel and
contractors with significant security responsibilities (e.g., |1SSGCs
and system admi ni strators) receive annual specialized training
specific to their security responsibilities. The level of training
shall be commensurate with the individual's duties and
responsibilities and pronpbte a consistent understanding of the
principles and concepts of I T systemsecurity.
e. Program O fices shall maintain training records that include the
i ndi vi dual nanes and positions, types of training received, and cost
of training.
f. Unless a waiver is granted by the Cl SO user accounts and access
privil eges, including access to email, will be disabled for those HUD
enpl oyees who have not received annual refresher training.
g. Program O fices shall prepare and submit an I T Security
Prof essional Training Plan to the Cl SO by Septenber 1 of each year
h. Program O fices shall prepare and subnmit awareness and training
statistics semannually to the CISO These statistics shall include
the (1) total nunber of personnel and the total nunber of personne
who received awareness training and (2) total nunber of IT security
personnel and the total nunber who were trained.
4.1.5 Separation fromDuty
This section addresses HUD s policy for an enpl oyee or contractor who
term nates enpl oyment or transfers to another organization
HUD Pol i cy
a. Program O fices/System Oamers shall inplenment procedures to ensure
that system accesses are revoked or reassi gned when HUD or contractor
enpl oyees either change their enployer or are reassigned to other
duties. The procedures shall include:

Exit interviews

Process for returning all organizational information and
systemrel ated property (e.g., keys and I D cards)

Access by appropriate personnel to official records created by the
term nated/transferred enpl oyee/ contractor that are stored on
organi zational information systens

Formal notification to the facilities group or security officer
4.2 | T Physical Security
HUD security personnel and users nust address physical security as an
integral elenent in the effective inplenentation of an Information
Security Program Physical security represents the first line of
def ense against intruders and adversaries attenpting to gain access
to HUD facilities and or information systens.
4.2.1 Ceneral Physical Access
General physical access controls restrict the entry and exit of
personnel froma protected area, such as an office building, data
center, or roomcontaining |IT equi pnent. They include the protection
of sensitive data and systens while in rest, as well as while away



fromthe protection of HUD facilities. These controls protect

agai nst threats associated with the physical environment. It is
important to review the effectiveness of general physical access
controls in each area during business hours and at other tines.

Ef f ecti veness depends not only on the characteristics of the controls
used but also on their inplenentation and operation

Honel and Security Presidential Directive 12 mandates government-w de
standard for secure and reliable fornms of identification issued by
the federal government to its enpl oyees and contractors (including
contractor enployees). Program Ofices responsible for issuing ID
badges at HUD shall consult FIPS 201 and its attendant SP 800-73 and
SP 800-76 for specific guidance.

HUD Pol i cy

a. The facilities group or security officer shall ensure that access
to HUD buil di ngs, roons, work areas, and spaces is linted to

aut hori zed personnel. Controls shall be in place for deterring,
detecting, nonitoring, restricting, and regul ating access to specific
areas at all tines.

b. The facilities group or security officer shall ensure that al
visitors sign in and out when entering and | eaving the facility.
Visitor |ogs shall be reviewed at closeout, nmintained on file, and
avai l able for further review for one year. Contractors' access shal
be limted to those work areas requiring their presence. Records of
their ingress and egress shall also be maintained for one year. For
systens rated noderate or high, the maintenance and revi ew of access
| ogs shall use automated nmechani sns.

c. For systens rated noderate or high, the facilities group or
security officer shall ensure that all visitors are escorted

d. For systens rated noderate or high, individuals w thin HUD shal
enpl oy appropriate security controls at alternate work sites in
accordance with N ST SP 800-46, Security for Tel ecommuting and

Br oadband Comuni cations. These individuals shall report security
problems to HUD s Conputer Security Incident Response Center (CSIRC).
e. Program O fices and users shall ensure that unattended | aptops in
of fices are secured via a | ocking cable, |ocked office, or a | ocked
cabi net or desk.

4.2.2 Facilities Housing Information Technol ogy Assets

Facilities supporting large-scale IT operations (e.g., enterprise
servers and tel ecormunication facilities) require additiona

envi ronment al and physical controls as determnined by a risk analysis.
Section 4.2.1 provides policies for both general physical access and
sensitive facilities. For facilities supporting |arge-scale IT
operations, all of the follow ng physical security controls al so nust
be addressed. The risk assessnment shall specifically document the
rationale for not incorporating any such physical security controls.
HUD Pol i cy

a. The Deputy CIOfor IT Operations shall ensure that facilities
processing, transmtting, or storing sensitive information

i ncor porate physical protection neasures. These facilities include
data centers, wiring closets, server roons at non-HUD facilities,
contractor facilities housing HUD I T systens, and in sone cases,
areas designated as publicly accessible inside HUD facilities.

b. The facilities group or security officer shall ensure that lists
of personnel authorized to access these facilities are current and
shal | issue appropriate credentials. Access shall be pronptly
renmoved for personnel no | onger needing it.

c. The Oficial responsible for approving initial access to these



facilities shall review and approve access |lists and authorization
credentials once a year
d. The facilities group or security officer shall control all access
poi nts wi th physical access devices and/or guards. Keys,
conbi nati ons, and ot her access devices shall be secured and
i nventoried every six nonths and changed any tine the keys are |ost,
conbi nations are conprom sed, or individuals are term nated or
transferred.
e. The facilities group or security officer shall devel op and
i mpl enent procedures to ensure that only authorized individuals can
reenter the facility after energency-rel ated events.
f. For systens rated noderate or high, the Program O fices/ System
Omners shall ensure that physical access to devices displaying
information is controlled to prevent unauthorized di scl osure.
g. The facilities group or security officer shall nonitor physica
access to detect and respond to incidents. Logs shall be reviewed
daily for apparent security violations or suspicious activities and
responded to accordingly. For systens rated noderate or high, the
nmonitoring shall be in real-time for intrusion alarnms and
surveill ance equi prent. For systens rated high, the nonitoring shal
use autonmat ed nmechani sms to recogni ze intrusions and to take
appropriate action.
h. For systems rated noderate or high, the facilities group or
security officer shall ensure that power equi pnent and cabling are
protected from damage and destructi on.
i. For specific locations within a facility containing concentrations
of information systemresources (e.g., data centers and server
roons), the facilities group or security officer shall provide for
the capability of shutting off power to any I T conponent that may be
mal functioning (e.g., due to an electrical fire) or threatened (e.g.
due to a water |eak) wi thout endangering personnel by requiring them
to approach the equi pnent.
j. For specific locations within a facility containing concentrations
of information systemresources (e.g., data centers and server
roons), the facilities group or security officer shall maintain a
redundant air-cooling system
k. The facilities group or security officer shall provide short-term
UPS to facilitate an orderly shutdown in the event of a primary power
source | oss.
. The facilities group or security officer shall provide a |ong-term
alternate power supply to maintain mninmal operational capability for
systens rated noderate or high in the event of an extended | oss of
the primary power source
m The facilities group or security officer shall provide automatic
energency lighting systens that activate in the event of a power
outage or disruption and cover energency exits and evacuation routes.
n. The facilities group or security officer shall provide fire
suppressi on and detection devices/systens that can be activated in
the event of fire. The devices/systens shall include, but are not
l[imted to:

Sprinkl er systens

Handhel d fire extinguishers

Fi xed fire hoses

Snoke detectors
0. For systens rated noderate or high, the facilities group or
security officer shall provide fire suppression devices/systens that
activate automatically in the event of fire



p. For systens rated high, the facilities group or security officer
shal | provide fire suppression devices/systens that automatically
notify any activation to the organization and energency responders in
the event of fire.

g. The facilities group or security officer shall ensure that
facilities containing informati on systens nonitor and naintain
acceptabl e levels of tenperature and hum dity.

r. The facilities group or security officer shall ensure that the

i nformati on systens contained in the facility are protected from

wat er danage resulting from broken plunbing lines or other sources of
wat er | eakage by ensuring that master shutoff valves are accessible,
wor ki ng properly, and known to key personnel. For systens rated

hi gh, the shutoff shall use automatic mechanisnms in the event of a
significant water |eak.

s. The facilities group or security officer shall ensure that the
facility has procedures to control the entering and exiting of
informati on systemrelated itens and mai ntains appropriate records.
Delivery and renoval of these itenms shall be authorized by an
appropriate HUD official. |If possible, the delivery area shall be
separate fromthe systemand nedia |library area

4.3 Media Controls

Information resides in many forns and can be stored in nmany different
ways. Media controls are protective neasures specifically designed
to safeguard el ectronic data and hardcopy information. This policy
addresses the protection, marking, sanitization, production

i nput/out put, and di sposal of nedia containing sensitive information.
Medi a destruction and di sposal should be acconplished in an
environmental |y approved manner. The National Security Agency (NSA)
provi des nedi a destruction gui dance at
http://ww. nsa. gov/ia/ gover nnent/ mdg. cf m

Proper storage of hardcopy and nagnetic nedi a enhances protection
agai nst unaut hori zed di sclosure. There are additional security risks
associated with the portability of renovable storage nmedia. Loss,
theft, or physical danmage to di sks and ot her renovabl e nedia can
conprom se the confidentiality, integrity, or availability of the
data contained in these devices.

HUD Pol i cy

a. Program O fices/System Omers shall establish procedures to ensure
that sensitive information in printed formor digital media cannot be
accessed, renoved, or stolen by unauthorized individuals.

b. Program O fices/System Owmers and users shall ensure that al

nmedi a containing sensitive information rated noderate or high is
appropriately marked with the sensitivity of the information stored
on the media. At a mininmum printed output that is not otherw se
appropriately marked shall have a cover sheet and digital nedia shal
be labeled with the distribution limtations, handling caveats, and
applicable security markings, if any, of the information. Systens
rated high shall use an automated nmarki ng nechani sm

c. Program O fices/System Owmers and users shall control access to
and securely store all information systemnedia (i.e., both paper and
digital) containing sensitive information rated noderate or high

i ncl udi ng backup and renovable nedia, in a secure |ocation when not
in use.

The followi ng policy statenments apply only to nedia that contain

i nformati on that has been rated noderate or high

d. Program Ofices/ System Owers shall ensure that any sensitive
information stored on nedia that will be surplused or returned to the



manuf acturer shall be purged fromthe nedi a before disposal

e. Disposal shall be perforned using approved sanitization nmethods in
accordance with NI ST SP 800-36, Cuide to Selecting Information
Security Products.

f. Program O fices/ System Owmers shall maintain records certifying
that such sanitization was perforned.

g. Program O fices/ System Owers shall establish procedures to ensure
that sensitive information stored on any nedia is transferred to an
aut hori zed individual upon the term nation or reassignnent of an
enpl oyee or contractor

h. Program O fi ces/ System Omers shall ensure that sensitive
information is purged fromthe hard drives of any workstation or
server returned to the equi pment surplus pool or transferred to

anot her i ndi vi dual .

i. Program O fices/System Omers shall ensure that nedia (e.qg.

paper, diskettes, and renovabl e disk drives) containing sensitive
information is destroyed in such a manner that all sensitive

i nformati on on that nedia cannot be recovered by ordinary means.
Exanpl es of appropriate nmethods are crosscut shredders, degaussing,
and approved di sk-wi pi ng software.

j. Program O fices/System Omers shall naintain records certifying
that such destruction was perforned.

k. Program O fices/ System Omers shall establish procedures to ensure
that sensitive information in printed formor digital media can only
be picked up, received, transferred, or delivered to authorized

i ndi vi dual s.

The followi ng policy statenents apply only to nedia that contain

i nformation that has been rated high

. Program O fices/ System Omers shall ensure that access to nmedia
storage areas is controlled through guard stations or autonmated
nmechani sns that ensure only authorized access. Al access and access
attenpts shall be audited.

4.4 Data Communi cati ons

4.4.1 Tel ecomruni cati ons Protection Techni ques

Extreme caution should be exerci sed when tel econmuni cati ons
protection techniques (e.g., protective distribution systens) are
bei ng considered as alternatives to the use of encryption. Wile
such technol ogi es may represent a | ower-cost approach, they may not
provi de an adequate | evel of protection.

The FIPS 199 security category (for integrity) of the information
being transmtted should guide the decision on the use of

crypt ographi ¢ nmechani sns. NSTISSI No. 7003 contains gui dance on the
use of Protective Distribution Systens.

HUD Pol i cy

a. Program Ofices/ System Owers shall ensure that the integrity of
the information in systens under their purviewis protected during
transm ssion. For systens rated high, the systemshall enploy

crypt ographi ¢ nechani sns to ensure recognition of changes to

i nformation during transm ssion, unless adequately protected by

al ternative physical mnmeasures (e.g., protective distribution
systens).

b. Program O fices/System Oamers shall ensure that the
confidentiality of the information in systens under their purviewis
protected during transm ssion. For systens rated high, the system
shal | empl oy cryptographi c mechani sns to prevent unauthorized

di scl osure of information during transmn ssion, unless otherw se
protected by adequately physical neasures (e.g., protective



distribution systens).

4.5 Wrel ess Comruni cati ons

Wrel ess conmuni cations are inherently insecure. Program

O fices/System Omers inplenmenting wirel ess capabilities nust ensure
that the transnission and storage of sensitive information are
protected from conprom se

4.5.1 Wreless Local Area Networks

HUD Pol i cy

a. The Cl SO shall approve the inplenmentation and use of all Wreless
Local Area Networks (W.AN) and wirel ess Access Points (AP) at a
specified risk level and only after they have been certified and
accredited.

b. The Deputy CIO for IT Operations shall ensure that all WANs and
WAPs have been configured in accordance with NI ST SP 800-48, Wreless
Net wor k Security.

c. The Deputy CIOfor IT Operations shall inplenent encryption and
strong identification and authentication (e.g., Extensible

Aut hentication Protocol with W-Fi Access Protection (WAP) or | EEE
802.11i) on WLANs and APs that have been rated noderate or high.

d. The CI SO shall scan for rogue access points on HUD s network
annual | y.

4.6 Hardware and Software

This section addresses the use and nai ntenance of conputer equi pnent.
It stresses the inmportance of individual accountability in protecting
these resources. Equi pment security enconpasses workstations,

| apt ops, other nobile conmputing devices, personally-owned equi pnent,
and the mai ntenance of these itens.

4.6.1 Wirkstations

Al'l users must be instructed to log off or lock their workstations
any time the workstations are left unattended. As an added
precaution, users should al so use a password-protected screensaver
HUD Pol i cy

a. Al users shall ensure that their unattended workstations are
either | ogged off or |ocked, or that a password-protected screensaver
i s used.

b. The Deputy CIO for IT Operations shall provide and inpl enent
passwor d- prot ected screen savers on all workstations owned/| eased by
HUD. The screen saver shall automatically |lock the workstation after
ten minutes of inactivity. Program Ofices/System Omers of systens
rated noderate to high shall require that contractors and busi ness
partners who connect to the systens inplenent such a screen saver
4.6.2 Copyrighted Software

Conput er software purchased using HUD funds is HUD property and shal
be protected as such. Only licensed and approved operating systens
and applications may be used on HUD equi pnent.

HUD Pol i cy

a. Program O fices/System Owmers shall ensure that users abide by
copyright and contract agreements related to HUD- provi ded software.
For software and associ ated docunentation protected by quantity
licenses, the Program O fices/ System Owmers shall use tracking
systens to control copying and distribution

b. Program O fices/System Oamers that use peer-to-peer file sharing
technology on their information systemshall control and nonitor its
use to ensure that this capability is not used for unauthorized

di stribution, display, performance, or reproduction of copyrighted
wor K.

4.6.3 User-lInstalled Software/ Downl oads



User-install ed software, including dowl oaded software, can contain
viruses and other types of nmalicious code. |In addition, such
software can alter the HUD equi pnent configuration causing

mal f uncti ons and costly support calls. Users should be warned about
such risks and instructed to refrain frominstalling any software on
HUD equi prrent wi t hout proper approval

HUD Pol i cy

a. Users shall not install any software on HUD-owned or | eased

equi prrent without prior witten approval fromthe Deputy CIOfor IT

Qper ati ons.
4.6.4 Personal | y-Owmed Equi prent and Sof tware
Users shall not use personally owned equi pnent (e.g., laptop

computers or personal digital devices [PDA]) or software to process,
access, or store sensitive information. Such equipnment al so includes
plug-in and wirel ess peripherals (e.g., Blackberry) that may enpl oy
renovabl e nedia (e.g., CDs and DVDs), Universal Serial Bus (USB)
flash (thunmb) drives, external drives, and diskettes.
HUD Pol i cy
a. Users shall not use personally-owned equi prent and software to
process, access, or store sensitive information without prior witten
approval fromthe Program O fi ces/ System Omers
b. Enpl oyees and contractors shall not connect equi pmrent not owned or
| eased by HUD-to-HUD equi pnent or networks without prior witten
approval fromthe Cl SO
c. The witten approval shall include a ternms and conditions
statenent that addresses at a minimum (i) the types of applications
that can be accessed from personal | y-owned i nformati on systens; (ii)
the maxi mum FI PS 199 security category of information that can
processed, stored, and transmitted; (iii) how other users of the
personal | y-owned i nformati on systemwi ||l be prevented from accessing
federal information; (iv) the use of virtual private network (VPN)
and firewall technologies; (v) the use of and protection against the
vul nerabilities of wireless technol ogies; (vi) the maintenance of
adequat e physical security controls; (vii) the use of virus and
spyware protection software; and (viii) how often the security
capabilities of installed software are to be updated (e.g., operating
system and ot her software security patches, virus definitions,
firewal | version updates, and spyware definitions).
4.6.5 Hardware and Software Mintenance
Program O fi ces/ System Omers nust be cogni zant of the threats and
vul nerabilities associated with hardware or software naintenance on
I T systens. System nmi ntenance requires either physical or |ogica
access to the system One of the npbst conmon net hods hackers use to
break into systems is through mai ntenance accounts that still have
factory-set or easily guessed passwords. War-dialing techniques will
al so reveal nmintenance ports that are not protected.
HUD Pol i cy
a. Program O fices/ System Oamers shall confine access to system
sof tware and hardware to authorized personnel
b. The Deputy CIOfor IT Operations shall ensure that routine
preventive and regul ar nai ntenance are perforned on software and
har dwar e accordi ng to manufacturer/vendor specifications and/or
organi zational requirenents. For systens that have been rated
noderate or high a |l og shall be maintained for such nai ntenance and
i ncl ude the follow ng:

Date and tinme of maintenance

Nanme of individual performng the nmaintenance



Nane of escort, if necessary

Description of maintenance perforned

A list of equiprment renmoved or replaced (including identification
nunbers, if applicable).
For systens rated high, the Deputy CIO for I T Operations shall use an
aut omat ed mechani smto ensure that the maintenance is schedul ed and
conducted, as required.
c. The Deputy CIOfor IT Operations shall ensure that an appropriate
organi zational official approves the renoval of the information
systemor its conponents fromthe facility when repairs are
necessary. The Deputy CIO for IT Operations shall ensure that the
security features of the systemare checked to ensure proper
functioning when it is returned.
d. The Deputy CIOfor IT Operations shall ensure that appropriate
organi zation officials approve, control, and nonitor the use of
i nformati on system nmai nt enance tools and nmaintain such tools on an
ongoi ng basi s.
e. The Deputy CIOfor IT Operations shall ensure that maintenance
ports are disabled by default and enabl ed only during maintenance.
f. The Deputy 1O for IT Qperations shall ensure that the appropriate
organi zational officials approve, control, and nonitor renotely
execut ed nai ntenance and di agnostic activities. The Deputy ClO for
I T Operations shall ensure that all sessions are term nated when
renote mai ntenance is conpleted. |f password-based authentication is
used, the Deputy CIO for IT Operations shall ensure that passwords
are changed foll owi ng each nai nt enance service. For high-inpact
systens, the Deputy CIO for IT Qperations shall ensure that |ogs for
such activities are maintai ned and periodically reviewed.
g. The Deputy ClOfor IT Operations shall ensure that only authorized
i ndi vi dual s perform mai nt enance on information systens. |If
mai nt enance personnel need access to organi zational information, they
nust be supervi sed by organi zati onal personnel w th authorized access
to such information.
h. The Deputy CIO for IT Operations shall identify critica
conmponents that support systems rated noderate or high and ensure
that mai nt enance support and parts are provided within 48 hours of
failure.
i. The Deputy CIO for IT Operations shall ensure that all default
vendor or factory-set adm nistrator accounts and passwords shall be
changed before installation or use on all systems owned or operated
on behal f of HUD
j. Program O fices/System Omers of information systens that have
been rated high shall address the installation and use of renote
diagnostic links in the systemsecurity plan.
k. The Deputy CIOfor |IT Operations shall ensure that renote
di agnostic or nmaintenance services for information systens that have
been rated high are only performed by a service or organi zation that
i mpl enents for its own informati on systemthe same | evel of security
as that inplenmented on the information system being serviced. |If
renote diagnostic or nmaintenance services are required froma service
or organi zation that does not inplenent for its own information
systemthe sanme |evel of security as that inplenented on the system
bei ng serviced, the systembeing serviced is sanitized and physically
separated fromother information systens prior to the connection of
the renpote access line. |If the infornmation system cannot be
sanitized (e.g., due to a systemfailure), renote naintenance is not
al | oned.



4.6.6 Personal Use of Government O fice Equipnent and HUD I nformation
Syst ens/ Conput er s

Thi s section discusses HUD policies applicable to the personal use of
governnent office equi pment and HUD i nformation systens. Policies
gover ni ng personal use may be contained in several HUD managenent
directives.

HUD Pol i cy

a. HUD enpl oyees may use governnment office equi pment and HUD

i nformati on systens/conputers for authorized purposes only.

"Aut hori zed use" includes linmted personal use of HUD emmil and
Internet services, so long as use does not interfere with officia
duties, cause degradation of network services, or violate the rules
of behavi or.

b. Contractors and ot her non-HUD enpl oyees are not authorized to use
governnent office equi pnment or information systens/conputers for
personal use, unless linted personal use is specifically permtted
by the governing contract or Menorandum of Agreenent (MA).

4.7 CGeneral IT Security

Thi s section provides guidance in the areas of incident reporting,
contingency pl anni ng, docunentation, and backup procedures. It
stresses the role of the user, as well as the security professional
in the inplenmentation of the operational controls associated with
these areas.

4.7.1 Security Incident and Viol ati on Handl i ng

I nci dents can be accidental or malicious, can be caused by outside

i ntruders or internal enployees, and can cause significant
disruptions to mssion-critical business processes. These incidents
can severely disrupt computer-supported operations, conprom se the
confidentiality of sensitive information, and dimnish the integrity
of critical data.

To hel p conbat the disruptive short- and | ong-term effects of
security incidents, direction fromhigher authority (e.g., OB

FI SMA, and Presidential directives) requires that each governnent
agency inplenent and maintain a security incident reporting and
handl i ng capability.

The HUD Security Incident Reporting and Handling Programrequires
participation by all Program O fices/System Omers; thus, a CSIRC has
been established. The CSIRC is the focal point for the

i mpl enentation of HUD s incident response capability.

HUD Pol i cy

a. The CI SO shall establish and nmaintain a HUD CSIRC to prevent,
detect, track, and respond to information security incidents and
alerts in accordance with NI ST SP 800-61, Conputer Security Incident
Handl i ng Gui de. Lessons |earned from ongoi ng i nci dent handling
activities shall be incorporated into the procedures and i npl enent ed
accordingly. For systens rated noderate or high, the Cl SO shal
provi de aut omat ed mechani sns to support the incident handling
process.

b. Program O fices/ System Omers of systens rated noderate or high
shal |l ensure that security alerts, advisories, Intrusion Detection
System (1 DS) alerts, and vulnerabilities identified during

vul nerability scans and penetration tests are tracked and responded
to as security incidents.

c. The Deputy CIO for IT Operations shall test patches, service
packs, and hot fixes for effectiveness and potential side effects
prior to installation in accordance with NI ST SP 800-40, Procedures
for Handling Security Patches. The Deputy CIO for |IT Qperations



shal | use autonmated mechani sns that require no user intervention to
manage and install updates. The Deputy CIO for I T Qperations shal
enpl oy an aut onated nmechani smto deternine periodically and upon
demand the state of information system conponents with regard to fl aw
remedi ati on.
d. The CSIRC, in conjunction with the Deputy CIO for IT Operations,
shal | provide a process to track and docunment information system
security incidents on an ongoing basis. For systens rated high, the
tracking of security incidents and the collection and anal ysis of
incident information shall enploy automated nechanisns.
e. Program O fices/ System Owers shall ensure that personnel with
i nci dent response responsibilities receive training at |east once a
year. |Incident response training for systems rated high shal
i ncorporate sinmulated events to facilitate effective response by
personnel in a crisis and enpl oy autonated nechanisns.
f. Program O fices/ System Owmers shall test the incident response
capability for systens under their purview rated noderate or high
once a year and document the test results. For high-inpact systens
the tests shall enploy automated mechani sms.
g. 1SSCs shall report significant conmputer security incidents to the
CSIRC i nmedi ately upon identification and validation of the incident
occurrence.
h. 1SSCs shall report all incidents to the CSIRC in a Wekly Incident
Report.
i. The CSIRC shall report significant conputer security incidents to
appropriate authorities, including the United States Conputer
Ener gency Readi ness Team (USCERT), upon identification and validation
of the incident occurrence. The CSIRC shall use automated nechani sns
to assist in the reporting of security incidents for systens rated
noderate or high. The CSIRC shall report incident-related
information to OVB, as required by FI SMVA
j. The CSIRC, in conjunction with the Deputy CIO for |IT Qperations,
shal | provide users of information systens with support and
assistance (e.g., help desk) for the handling and reporting of
security incidents. For systens rated noderate or high, the CSIRC
and the Deputy C1Ofor IT Qperations shall enploy autonated
nmechani sns to increase the availability of incident response-related
i nformati on and support.
4.7.2 Document ation
Docunentation of I T systens involves the collection of detail ed
i nformation, such as functionality, system m ssion, unique personne
requi renents, type of data processed, architectural design, system
i nterfaces, system boundaries, hardware and software conponents,
system and network di agrans, asset costs, and system comuni cations
and facilities. This information is part of the configuration
basel i ne of the system
HUD Pol i cy
a. Program O fices/System Omers shall ensure that adequate
docunentation for the information systemand its constituent
components is available, current, protected when required, and
distributed to authorized personnel. Docunentation includes but is
not limted to:

C&A and SDLC docunent ati on

Vendor - suppl i ed docunmentati on of purchased software and hardware

Net wor k di agr anms

Application docunentation for in-house applications

System bui | d and configuration docunentation, which includes



optimzation of systemsecurity settings, when applicable

User manual s

St andard operating procedures
For systens that have been rated noderate or high, the docunentation
shal | describe the functional properties of the security controls
enpl oyed within the informati on systemwi th sufficient detail to
permt analysis and testing of the controls. For systens that have
been rated high, the docunentation shall describe the design and
i mpl enentation details of the security controls enployed within the
informati on systemwi th sufficient detail to pernmit analysis and
testing of the controls, including functional interfaces anobng
control conponents.
4.7.3 Informati on and Data Backup
Adhering to requirenents regardi ng data backups can significantly
reduce the risk that data will be conpromi sed or lost in the event of
a disaster or other interruption of service. A Backup Operations
Pl an should be included in the Contingency Pl an.
The devel opnent of a data backup strategy begins early in the life
cycl e when the security categorization of the systemis first
considered. Several factors derived fromthe risk assessnment and
docunented in the Contingency Plan will drive the data backup
strategy. Frequency of backups will depend upon how often the data
processed by the systen(s) changes and how i nportant those changes
are. The risk assessment will drive this elenment of the backup
strategy. Data backups need to be stored, both onsite and offsite,
in a secure facility in fireproof and waterproof containers.
HUD Pol i cy
a. Program O fices/System Omers shall ensure that a backup strategy
and procedures are established, inplenmented, and tested in accordance
with the Contingency Pl an.
b. The Deputy CIO for IT Operations shall inplenment and enforce
backup procedures for all sensitive IT systens, data, and
i nformati on. The backups shall include user-level and systeml| eve
i nf ormati on.
c. The Deputy CIO for IT Operations shall store backups at a secure
offsite location in accordance with the Contingency Pl an.
d. The Deputy CIOfor IT Operations shall test backup infornmation
quarterly for systens rated noderate and high
e. The Deputy CIOfor IT Operations shall test backup information as
part of contingency planning for systens rated high
f. For systens rated high, the Deputy CIO for |IT Operations shal
store backup copies of the operating systemand other critica
i nformati on systens software in a fire-rated container that is not
collocated with the operational software or in a separate facility.
4.7.4 Input/Qutput Controls
Many security problens start with input validation issues.
Information systens that fail to validate input can introduce "buffer
overflow' vulnerabilities that could be exploited by an attacker
Checks for accuracy, conpl eteness, and validity of information should
be acconplished as close to the point of origin as possible. Rules
for checking the valid syntax of information systeminputs (e.g.
character set, length, nunerical range, and acceptabl e val ues) shoul d
be in place to ensure that inputs match specified definitions for
format and content. Inputs passed to interpreters should be
prescreened to ensure that the content is not unintentionally
i nterpreted as comands.
On the output side, the structure and content of error nessages



shoul d be carefully considered by the organization. User error
nessages generated by the information system should provide tinely
and useful information to users without revealing information that
could be exploited by adversaries. Systemerror nmessages shoul d be
reveal ed only to authorized personnel (e.g., systens adninistrators
and nai ntenance personnel). Sensitive information (e.g., account
nunbers, social security nunbers, and credit card nunbers) shoul d not
be listed in error |ogs or associated adm ni strative nmessages.

HUD Pol i cy

a. For systens rated noderate or high, the Program O fices/ System
Owners shall ensure that the information system checks information
i nputs for accuracy, conpleteness, and validity.

b. For systens rated nmoderate or high, the Program O fices/ System
Omners shall ensure the information systemidentifies and handl es
error conditions in an expeditious manner.
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5.0 TECHNI CAL PQLI Cl ES
5.1 Ildentification and Aut henticati on

Aut hentication is the process of establishing confidence in user
identities electronically presented to an infornmation system

I ndi vi dual authentication is the process of establishing an

under stood | evel of confidence that an identifier refers to a
specific individual. Authentication focuses on confirm ng an
individual's identity, based on the reliability of the individual's
credenti al s.

Aut hentication of user identities is acconplished using passwords,
tokens, PKI certificates, key cards, bionetrics, or in the case of
mul tifactor authentication, some conbination therein. FIPS 201 and
its attendant SP 800-73 and SP 800-76 specify a personal identity
verification (PIV) card token for use in the unique identification
and authentication of federal enployees and contractors. N ST SP
800- 63 provi des gui dance on renote el ectronic authentication. Wen
i nformati on systens are accessed through |local interfaces and
contained within a controlled environment with physical access
controls, the risk of using passwords as opposed to other forns of
aut hentication, are sonewhat mitigated. Thus, passwords that neet
NI ST SP 800-63 | evel 2 password requirenents used locally in an
envi ronment w th adequate physical access controls can be used in
FI PS 199/ SP 800- 53 noder at e-i npact systens.

HUD Pol i cy
a. Program O fices/System Owmers shall ensure that user access is
controlled and linited based on positive user identification and

aut henti cati on mechani sms that support access control, |east privilege,

and systemintegrity in accordance with FIPS 201, Personal ldentity
Verification for Federal Enployees and Contractors. For high-inpact

systens, the systemshall enploy nultifactor authentication mechani sns.
b. HUD users shall not share identification or authentication materials of
any kind; nor shall any HUD user allow any other person to operate any HUD

system by enploying the user's identity.

c. All user authentication materials shall be treated as sensitive
material and shall carry a level of sensitivity as high as the nost
sensitive data to which that user is granted access using that

aut henti cat or.

d. The system | SSO shall ensure that USERI Ds are di sabled after a period
of inactivity of no nore than 90 days. For systens rated noderate to high

the systemshall do this autonmatically.

e. Program O fices/System Owmers shall ensure that user access is revi ewed

once a year.

5.1.1 E-Aut hentication

To successfully inplenment a government service electronically (or
e-government), federal agencies nust determine the required |evel of
assurance in the authentication for each transaction. This is



acconpl i shed through a risk assessnent for each transaction

The OVB has defined four |evels of assurance in terns of the
consequences for authentication errors and m suse of credentials.

NI ST has published technical guidance for federal agencies to support
the ability of individuals to renotely authenticate to a federa
system at different assurance |evels.

HUD Pol i cy
a. Program O fices/ System Owers of |IT systens that require authentication
controls over the Internet between outside parties and HUD, the I T system
shall utilize authentication mechanisms in accordance with NI ST SP 800- 63,
El ectroni c Aut hentication Guide.
b. Program O fices/ System Omers shall at a mninmumconply with the
foll owi ng authentication requirenments depending on systemsensitivity in
accordance with NI ST SP 800-63: Lowinpact systens nust conply with the
requirenents for level 1 authentication systens Mderate-inpact systens
must conply with the requirenents for |evel 2 authentication systens
Hi gh-i mpact systens must conmply with the requirements for level 3
aut henti cati on systens

5.1.2 Device and Application Authentication

Multi-tier systenms can use middl e- and back-end systems to connect to
| egacy systems and databases. In certain situations, this connection
takes place using a generic |ID and password that nmay contain ful
systemprivileges. Conprom se of these | Ds/Passwords can result in
system mi suse.

Net wor ks that do not use device authentication are open to intrusions
by attackers who have access to their physical |ocation. Shared
nedi a networ ks and dynam ¢ protocols, |ike Dynam ¢ Host Configuration
Protocol (DHCP), are susceptible to attacks from anyone w th physica
access to a network connection (e.g., network wall outlet). The
attacker can plug in the device and start using it to capture packets
of data or to start scanning the network for vul nerable systens.

To ensure that only approved devices can connect to the network and
that approved applications can connect to back-end systens, the

aut henticators need to be protected from unauthorized di scl osure and
use.

The information systemtypically uses either shared known information
(e.g., Media Access Control [MAC] or Transnission Contro
Protocol /I nternet Protocol [TCP/IP] addresses), an organi zationa

aut hentication solution (e.g., |EEE 802.1x and Extensible

Aut hentication Protocol [EAP]), or a Radius server wth EAP-Transport
Layer Security (TLS) authentication to identify and authenticate
devices on | ocal and/or wi de area networks (WAN)

HUD Pol i cy
a. Program O fices/ System Owmers nust use an | T Security Ofice-approved
procedure, mechanism or protocol to secure authenticators used for
application, host, or device authentication.

5.1.3 Passwords

A password is a secret that a clainmnt nenorizes and uses to
authenticate the claimant's identity. Passwords are typically
character strings.



Strong passwords have a mini num of eight al phanunmeric characters with
at | east one uppercase letter, one |lowercase letter, one digit, and
one special character. Strong passwords do not have comon words or
permut ati ons of the user nane.

HUD Pol i cy

a. In those systens where user identity is authenticated by password,
the system | SSO shall determ ne and enforce appropriate neasures to
ensure that strong passwords are used.

b. In those systens where user identity is authenticated by password,
the system | SSO shall deternine and enforce the appropriate frequency
for changi ng passwords; but in no case shall the frequency be |ess
often than every 90 days.

c. Users shall not share personal passwords

d. Users shall select strong passwords and not reuse ol d passwords.

e. Use of group passwords shall be linmted to situations dictated by
operational necessity or those critical for mission acconplishnent.
Use of a group USERI D and password nust be approved by the
appropriate Authorizing Oficial

f. In those systenms where user identity is authenticated by password,
the system shall ensure that users cannot reuse a password for at

| east eight iterations.

g. In those systens where user identity is authenticated by password,
the system shall ensure that passwords are not displayed when
ent er ed.

h. In those systens where user identity is authenticated by password,
the system shall protect passwords from unauthorized di scl osure and
nmodi fi cati on when stored and transnitted.

i. System administrators shall replace all default passwords provided
by the vendor.

j. In those systens where user identity is authenticated by password,
the system | SSO shall devel op and i npl enent adninistrative procedures
for initial password distribution, for |ost/conprom sed passwords,
and for revoking passwords.

The use of a password by nore than one individual is discouraged

t hroughout HUD; however, it is recognized that in certain
circunstances (e.g., operation of crisis nanagenent or operations
centers, watch teans, and other duty personnel) may require the use
of group USERI Ds and passwords.

5.2 Access Contro

Users are responsible for protecting all HUD i nformati on to which
they are granted access. Access controls restrict access to system
obj ects, such as files, directories, and devi ces based upon the
identity of the user or the group to which the user belongs. The

pur pose of access controls is to protect against the unauthorized

di scl osure, nodification, or destruction of the data residing in
these systens, as well as the applications thenselves. Autonmated
systens are vulnerable to fraudulent or nmalicious activity by

i ndi vi dual s who have the authority or capability to access
information not required to performtheir job-related duties. Access
control policy is designed to reduce the risk of an individual acting
al one fromengagi ng in such fraudul ent or malicious behavior. The
Principle of Least Privilege states that a user should only be able

to access the systemresources needed to fulfill the user's job
responsibilities.
HUD Pol i cy

a. Program O fices/System Omers shall ensure that their infornation
systens inplement access control mneasures to provide protection from



unaut hori zed alteration, |oss, unavailability, or disclosure of

i nformation.

b. Program O fices/System Oamers shall ensure that their information
systens rated noderate to high, use an automated mechani smto support
managenment of information system accounts. For information systens
rated hi gh, the automated nechani smshall track account creation
disabling, and termnation to support audit of such actions and, as
required, notify appropriate individuals.

c. Program O fices/ System Owers shall ensure that access contro
follows the principle of least privilege and separation of duties and
shall require that a user use unique identifiers on a system

d. 1SSCs shall ensure that tenporary and energency accounts are
properly authorized and mai ntai ned. For systens rated high, these
accounts shall be automatically disabled after 48 hours.

e. 1SSCs shall ensure that guest/anonynobus accounts are not used.

f. Program O fices/ System Owmers shall identify specific user
actions, which can be perforned on the informati on system wi t hout
identification and authentication. For systens rated noderate to

hi gh, actions to be perforned wthout identification and
authentication will be permitted only to the extent necessary to
acconpl i sh m ssion objectives.

5.2.1 Automatic Account Lockout

Program O fi ces/ System Omers shall configure each IT systemto |ock
any user account imrediately and automatically follow ng a specified
nunber of consecutive failed | ogon attenpts, in such a way that:

* As long as the account renains | ocked, no |l ogon of any kind will be
permtted to that account, including the user to whomthe account is
assi gned.

* The manual intervention of an appropriate security administrator is
required to unl ock the account.

HUD Pol i cy

a. Program O fices/System Omers shall ensure that their infornmation
systens inplement and enforce an account | ockout policy that limts
the nunber of consecutive failed | ogon attenpts to three within a
thirty-mnute period.

b. Program O fices/ System Owmers shall ensure their infornmation
systens are configured to |lock out a user account after three
consecutive failed | ogon attenpts.

5.2.2 Logon and Session Security

Program O fi ces/ System Omers shall configure each IT systemto
deactivate any user session imediately and automatically follow ng a
specified period of inactivity, in such a way that will require the
user to re-authenticate the user's identity before resumn ng
interaction with the system

Systens that provide the user at |ogon with informati on concerning
the | ast connection and possi bl e unsuccessful attenpts provide the
agency with another |ayer of defense by enlisting users in
identifying and reporting unusual activity.

H ghly sensitive systens should linit the nunber of sessions that a
user can have active to prevent possible unauthorized disclosure,
nodi fi cati on, and/or destruction of sensitive infornation.

HUD Pol i cy

a. Program O fices/System Owmers of systens that have been rated
noderate or high shall ensure their systenms time out user sessions
after ten minutes of inactivity.

b. For systens rated high, the Program O fices/ System Omers shal
ensure that the system does not allow concurrent sessions.



5. 2. 3 Warni ng Banner
Successful prosecution of unauthorized access to HUD systens requires
that users be notified prior to their entry into the systens that the
data in the systemis owned by HUD and that activities on the system
are subject to nonitoring. Al nulti-user conmputer systens wll
di splay a warning nessage when a user attenpts to access the system
and prior to actually logging into a system informng users that
equi prent is the property of the government, that the use of
governnent property is for the conduct of governnent business only,
and that the use of government equi pnent is subject to nonitoring.
Privacy Laws have explicit requirenents to notify users about HUD s
privacy policy prior to granting access to a system
HUD Pol i cy
a. The CI SO shall provide a standard notification nmessage for HUD
systens that warns unauthorized users that they have accessed a U. S.
CGovernment system and can be punished. The wording shall also warn
aut hori zed users that they are subject to nonitoring and recording
and that use of the systemindicates consent to such nonitoring and
recordi ng.
b. IT systens internal to the HUD network shall display a warning
banner stipulated by the HUD Cl SO and the Privacy O ficer, when
applicable. The warni ng banner shall require users to click through
i ndi cati ng acknow edgnent, prior to granting access to the system
c. I T systens accessible to the public shall provide both a security
and privacy statenent approved by the Cl SO and the Privacy Oficer at
every entry point. The statenent shall include a description of the
aut hori zed uses of the system
5.3 Audit and Accountability
Audit trails maintain a record of system application and user
activity. |In conjunction with the appropriate tools and procedures,
audit trails can assist in detecting security violations, perfornmance
probl ems, and application flaws.
Audit trails may be used as support for regular system operations or
as a kind of insurance policy, or both. As an insurance policy,
audit trails are maintained but are not used unless needed (e.g.
after a system outage or suspected conpronmise). As a support for
operations, audit trails are used to help systemadninistrators
ensure that the systemor resources have not been harned by hackers,
i nsiders, or technical problens.
Audit trails help acconplish several security-related objectives
i ncl udi ng individual accountability, event reconstruction, intrusion
detection, and probl em anal ysi s.
Informati on systenms that store or process personally identifiable
i nformation, personal health-related information, or financia
i nformati on have specific audit requirenents under the Privacy Act,
Health I nsurance Portability and Accountability Act, and the
Sar banes- Oxl ey Act.
HUD Pol i cy
a. Program O fices/System Owers shall ensure that audit trails are
sufficient in detail to facilitate the reconstruction of events if a
systemis conpromised or if a nalfunction occurs or is suspected.
Audit trails shall include auditable events as specified in the
system security plan and be revi ewed accordingly. The audit trai
shall contain at |east the follow ng information:

Type of event

Identity of the user, application, and device that triggered the
event



The conponent of the information system(e.g., software conponent
and hardware conponent) where the event occurred

Time and date of the event

Qut come (success or failure) of the event
For systens rated noderate to high, the audit function shall have the
capability of providing nore detailed information for audit events
identified by type, location, or subject. For systens rated high
the system shall provide the capability for centralized managenent of
audit records.
b. Program O fices/System Owmers shall ensure that their audit trails
and audit logs are protected from unauthorized nodification, access,
or destruction while online and during offline storage.
c. Program O fices/ System Owers shall ensure that audit |ogs are
recorded and retained in accordance with HUD records retention
policies, but in no case shall the frequency be | ess than once a year
for systens rated noderate to high
d. Program O fices/System Owers shall develop and inplenent a
process to periodically review audit records for inappropriate or
unusual activity, investigate suspicious activity or suspected
viol ations, and report findings to the appropriate officials. For
systens rated noderate or high, the Program O fices/ System Oamers
shal | enploy an automated nechanismto facilitate the review of audit
records. Audit records related to activities of users with
significant information systens roles and responsibilities shall be
revi ewed nmore frequently.
e. Program O fices/ System Owers shall ensure that the system
al l ocates sufficient audit record storage capacity and confi gures
auditing to prevent such capacity being exceeded.
f. Program O fices/ System Owmers shall ensure that the systemalerts
the appropriate officials in the event of an audit failure or when
audit capacity is close to being reached.
g. Program O fices/ System Owers shall nmake a risk-based decision on
whi ch one of the follow ng actions the system should take in the
event of an audit failure or when audit capacity is being reached:

Shut down the system

Overwite the ol dest audit records

Stop generating audit records
h. Program O fices/ System Omers of information systens that have
been rated noderate or high shall that utilize audit reduction
review, and reporting techniques while ensuring that original audit
records needed to support after-the-fact investigations are not
altered. Program Ofices/System Omers of high-inpact systens shal
ensure the system provides the capability to automatically process
audit records for events of interest based upon sel ectable, even
criteria.
i. Program O fices/System Omers shall use autonated nechani sns to
integrate their audit procedures into HUD s incident response
capability for systenms rated noderate to high, which provides for
centralized audit nonitoring, analysis, and reporting.
j. Program O fices/ System Oamers shall ensure that information
systens under their purview provide tine stanps for use in audit
record generation. The tine stanps shall be generated using interna
i nformati on system cl ocks that are synchronized system w de
5.4 Network Security
5.4.1 Remote Access and Dial-In
Renot e access controls are applicable to information systens ot her
than public web servers or systens specifically designed for public



access. HUD restricts access achi eved through dial-up connections
(e.g., limting dial-up access based upon source of request) or

prot ects agai nst unauthorized connections or subversion of authorized
connections (e.g., using virtual private network [VPN] technol ogy).
HUD permits renote access for privileged functions (e.g., mnaintenance
ports and system and devi ce admi nistration) only for conpelling
operational needs and during energencies.

HUD Pol i cy

a. The Deputy CIO for IT Operations shall provide renote access
nmechani sns that are centrally managed, nonitored, and protected by
strong aut hentication. The mechani sns shall have the capability to
provi de strong cryptographi ¢ nechani sns for authentication and
protection of sensitive information during transm ssion. For access
to systens rated noderate or high, the session shall be encrypted and
access shall be managed through a managed access control point.

b. Program O fices/ System Omers shall authorize and approve renote
access nethods for systens under their purview. The renpte access
met hods shall only use nechani sns authorized by the Deputy CIOfor IT
Oper ati ons.

c. 1SSCs shall authorize in witing users requiring renote access,

i ncluding renmote access for privileged functions.

d. Renpte access administrators shall not add users to renote access
mechani sns wi t hout witten approval fromthe | SSO

5.4.2 Network Security Monitoring

The increasingly inportant role of automated information system
networks in governnent has fueled the need for nore secure systens.
Intrusion detection systens are gai ning wi despread recognition as

i mportant tools that inprove conputer network security. Although
firewalls have traditionally been the first line of defense against
woul d-be attackers, intrusion detection devices, working with
firewalls, are beconing nore popular for network security.

HUD Pol i cy

a. The CSIRC shall use automated tools and nechanisns to nonitor

HUD s networks for security events.

b. The CSO in coordination with IT Operations, shall select and

i mpl enent intrusion detection and nonitoring tools for HUD in
accordance with NI ST SP 800-31, Intrusion Detection Systens. The
tools shall be part of a systemw de intrusion detection systemthat
uses conmon protocols and supports near-real -time anal ysis of events
in support of systemlevel attacks.

c. The SO in conjunction with the Deputy CIO for I T Qperations,
shal |l select and inplenent vulnerability scanning tools and

techni ques to scan information systens for vulnerabilities every
nmont h or when significant new vulnerabilities affecting HUD s
infrastructure are identified and reported on systens rated | ow and
noderate. Systens rated high shall be scanned once a week. For

hi gh-i npact systens, the tools shall include the capability to update
the list of vulnerabilities scanned. The |list shall be updated every
si x nmonths or when significant new vulnerabilities affecting the
systemare identified and reported.

d. The CISO in conjunction with the Deputy CIO for I T Qperations,
shal | perform annual penetration testing on network conponents.

5.4.3 Network Connectivity

Wthin HUD, boundary protection of |IT resources is acconplished by
the installation and operation of controlled interfaces (e.g.

proxi es, gateways, routers, firewall, and encrypted tunnels).
Controlled interfaces, when used in concert with a variety of



addi tional security controls (e.g., intrusion detection systens,
personnel background checks, security guards, data encryption, and
physi cal security barriers), provide an added | evel of assurance that
unaut hori zed personnel will be unable to access departnental

aut omat ed systens.

By tracking and controlling data, deciding whether to pass, drop
reject, or encrypt the data, controlled interfaces have proven to be
an effective means of securing a network.

HUD Pol i cy

a. The Deputy CIO for IT Operations shall ensure that appropriate
identification and authentication controls, audit |ogging, and access
controls are inplenented on every network conponent.

b. Program O fices/ System Oamers shall ensure that interconnections
bet ween sensitive I T systenms under their purview and | T systenms not
controlled by HUD are established only through controlled interfaces.
The controlled interfaces shall be accredited at the hi ghest security
l evel of information on the network

c. The Deputy CIOfor IT Operations shall ensure controlled
interfaces are configured to prohibit any protocol or service that is
not explicitly permtted. For high-inpact systenms, the Deputy Cl O
for I T Operations shall review and elim nate any unnecessary
functions, ports, protocols, or services once a year

d. The Deputy CIOfor IT Operations shall ensure that a failure of
the controlled interfaces does not result in any unauthorized rel ease
of information outside the information system boundary.

e. The Deputy CIOfor IT Operations shall ensure that there is no
public access to HUD s internal networks except as appropriately
nmedi at ed t hrough a proxy server

f. The Deputy C1Ofor IT Qperations shall ensure that alternate
processing sites provide the sane | evel of protection for network
connections as the primary site.

g. The CI SO shall establish connection criteria for allow ng portable
or nmobile information systens access to HUD s networks.

h. The Deputy CIO for I T Operations shall ensure that portable or
nobil e informati on systens are not all owed access to HUD s networks
without witten approval and only after the devices neet the
connection criteria established by the Cl SO

5.4.4 Internet Security

The Internet is an excellent mediumto publish and transmt

i nformation, thus providing substantial gains in productivity. Since
the Internet is an open network available to everyone, including
hackers and attackers, HUD nust strike a bal ance that provides
Internet connectivity to its constituents while maintaining an
appropriate | evel of security.

HUD Pol i cy

a. The Deputy CIO for IT Operations shall ensure that any direct
connection of HUD networks to the Internet or to extranets occurs
through controlled interfaces that have been certified and
accredited.

b. The Deputy CIO for IT Operations shall ensure that publicly
accessible informati on system conponents (e.g., public web servers)
resi de on separate sub-networks with separate physical network

i nterfaces.

c. HUD enpl oyees or contractors shall not download or install nobile
code (e.g., ActiveX or JavaScript) that has not been approved by the
c sO

d. The Deputy CIOfor IT Operations shall ensure that controlled



interfaces protecting the network perineter filter certain types of
packets to protect devices on an organization's internal network from
being directly affected by denial of service attacks.

e. The Deputy CIOfor IT Operations shall ensure that publicly
accessi bl e information systenms protect the integrity of the

i nformati on and applications available to the public.

5.4.5 Personal Email Accounts

Personal enmail accounts often reside on insecure networks where they
are subject to conprom se, interception, and conputer viruses

HUD Pol i cy

a. HUD enpl oyees or contractors shall not transnmit sensitive HUD
information to any personal emmil account that is not authorized to
receive it.

b. HUD enpl oyees or contractors shall not access personal enai
accounts frominternal HUD networks or with HUD- provided equi prent.
5.5 Cryptography

Encryption is the process of changing plaintext into ciphertext for
the purpose of security or privacy. There are two basic types of
crypt ogr aphy:

1. Secret key systens-also called symmetric systens

2. Public key systens-also called asymetric systens

In secret key systens, the sane key is used for both encryption and
decryption; that is, all parties participating in the conmunication
share a single key. 1In public key systens, there are two keys: a
public key and a private key. The public key used for encryption is
different fromthe private key used for decryption. The two keys are
mat hematically related, but the private key cannot be determ ned from
the public key.

Refer to NI ST SP 800-21, Cuideline for Inplenenting Cryptography in
the Federal Covernment, for nore in-depth information on
crypt ogr aphy.

A digital signature is an el ectronic analogue of a witten signature.
The digital signature can be used to prove to a recipient or third
party that the originator did in fact sign the nmessage (i.e., the
nmessage originators cannot repudiate the message). Signature
generati on nmakes use of a private key to generate a digita
signature. Signature verification nmakes use of a public key that
corresponds to, but is not the sane as, the private key. The
security of a digital signature system depends on maintaining the
secrecy of users' private keys.

Encryption can be used to do, but is not linmted to, the foll ow ng:
* Encrypt data while in storage (e.g., hard drives, diskettes, and

t apes)

* Encrypt data while in transm ssion

* Encrypt individual files for transm ssion over an unsecured nedi um
* Encrypt emmil|l nessages

* Quarantee the integrity of a file or nessage, and detect any

nodi fi cations

* Provide the legally binding equival ent of a hand signature in
digital form

* Support non-repudi ation

* Support authentication, including strong authentication

* Support electronic financial transactions, including electronic
funds transfers, automated teller machine transactions, cash cards,
gift cards, and credit cards

* Provide copyright protection (e.g., for DVDs)

5.5.1 Encryption



The FIPS 199 security category (for integrity and confidentiality) of
the information being transmtted shoul d gui de the decision on the
use of cryptographi c mechani smns.

HUD Pol i cy

a. Program O fices/Systens Omers shall identify IT systens
transmtting or storing sensitive information that may require
protection based on a risk assessnent. |f encryption is required,
the follow ng nethods are acceptable for encrypting sensitive

i nf ormati on:

Products using triple Data Encryption Standard (3DES) or Advanced
Encryption Standard (AES) al gorithns that have been validated under
FIPS 140-1 or FIPS 140-2. (Al new systens shoul d use AES because it
is expected that triple DES will be phased out.)

Secure Sockets Layer Version 3.0 (SSL3.0) or Transport Layer
Security Version 1.0 (TLS1.0)

Nati onal Security Agency (NSA) Type 2 or Type 1 encryption
b. The CI SO and Deputy CIO for IT Qperations shall ensure
crypt ographi ¢ key establishnent and managenent is done in accordance
with N ST SP 800-56, Recommendati on on Key Establishnent Schemes, and
NI ST SP 800-57, Recommendati on on Key Managenent.

c. Program O fices/Systens Omers of systens rated noderate or high
shal | use encryption to inplenment the follow ng controls:

Renpt e access

Wrel ess access

Crypt ographi ¢ nodul e aut hentication

Transm ssion integrity and confidentiality
d. Program O fices/ System Owers and users shall ensure infornmation
rated nmoderate or high residing on portable or nobile systens use
FI PS 140-1 or 140-2-approved encryption to protect information.
5.5.2 Public Key Infrastructure
A public key infrastructure (PKI) is an architecture that provides
the nmeans to bind public keys to their owners and helps in the
distribution of reliable public keys in | arge heterogeneous networKks.
Public keys are bound to their owners by public key certificates.
These certificates, which contain information such as the owner's
nane and the associ ated public key, are issued by a reliable
certification authority (CA).

HUD Pol i cy

a. The QSO in conjunction with the Deputy C1O for I T Operations,
shall select and inplenent a PKI for HUD in accordance with N ST SP
800-32, Introduction to Public Key Technol ogy and the Federal PKI

I nfrastructure.

b. The QSO in conjunction with the Deputy CIO for I T Operations,
shal | establish HUD s root CA and operate under an approved
certificate policy and certificate practice statenment. Any
additional CAs wi thin HUD nust be subordinate to the HUD root.

c. Program O fices wishing to establish their owm CA shall request
approval fromthe Cl SO be a subordinate to the HUD root, and operate
under an approved certificate policy and certificate practices

st at enent .

d. The ClI SO shall cross-certify the HUD root CA with the Federal
Bridge. The certificate policies and practice statenents of CAs
subordinate to the HUD root must conply with the Federal Bridge
Certificate Policy.

e. The CI SO shall performa yearly conpliance audit of the root CA
and all subordi nate CAs.

f. The SO, in conjunction with the Deputy CIO for I T Operations,



shal |l ensure that HUD s PKI can support the requirenents for

E- aut hentication in accordance with N ST SP-800-63, Electronic

Aut henti cati on Cui deline: Recommendation of the National Institute of
St andards and Technol ogy.

g. The SO in conjunction with the Deputy CIO for I T Operations
shal |l ensure that HUD s PKI can support the requirenents for persona
identification verification in accordance with NI ST FIPS 201
Personal ldentity Verification for Federal Enployees and Contractors
and Draft SP 800-73, Integrated Circuit Card for Personal ldentity
Verification.

5.5.3 Public Key/Private Key

A public key/private key pair is generated using the PKI. The user
retains the private key. The issuing CA signs the public key,
creating a public key certificate. These certificates are used by
the PKI to validate a public key. Public key/private keys can be
used in a public key cryptographic systemto encrypt data. They al so
can be used to create digital signatures

HUD Pol i cy

a. The QSO in conjunction with the Deputy C1O for I T Operations,
shal | ensure separate public/private key pairs are used for
encryption and digital signature.

b. Users shall not disclose or allow the use of their private keys.
If a user shares his or her private key, the user is accountable for
all transactions signed with the user's private key.

c. Users shall be responsible for the security of their private keys.
5.6 Malicious Code Protection

Mal i ci ous code includes all and any prograns (including nmacros and
scripts) that are deliberately coded to cause an unexpected, and
unwant ed, event on a user's workstation. Malicious code includes
viruses, wormns, |ogic bonbs, Trojan horses, web bugs, and in sone
cases "spyware."

Mal i ci ous code can be introduced several ways (e.g., email, file
downl oads, and web surfing). |1t can destroy the integrity and
confidentiality of data and systens.

HUD Pol i cy

a. The Deputy CIOfor IT Operations shall inplement a
defense-in-depth strategy that:

Installs and centrally manages antivirus software at each critica
information entry point (e.g., firewalls, email servers, and
renot e-access servers) and at each workstation, server, and nobile
conmputing device. The software shall be configured to check al
files automatically on access, downl oads, and enmail .

Installs updates to antivirus software and signature files at each
critical information entry point (e.g., firewalls, email servers, and
renot e- access servers) and at each workstation, server, and nobile
conmputing device pronptly without requiring that end users
specifically request the update.

Configures the software to prevent users fromdisabling it or
nmodi fyi ng configuration settings.

Installs security patches to servers and desktops pronptly.

Automatically forwards alerts generated by anti-virus software to
HUD s intrusion detection system
b. The Deputy CIO for IT Operations shall inplement appropriate
filelprotocol/content filtering to protect data and networks agai nst
mal i ci ous code in accordance with HUD s Internet usage policy.

c. The Deputy CIOfor IT Operations shall install and centrally
nmanage spam and spyware protection nechani sns at each critica



information entry point (e.g., firewalls, enmail servers, and

renot e-access servers) and at workstations, servers, and nobile
computi ng devices connected to the network. The mechani sm shall have
the capability for automatic updates.

5.7 M scel | aneous

The foll owi ng section addresses security requirenents that did not

bel ong to any ot her subcategory. Sone of these requirenents m ght
apply to specific technol ogies. Exanples of such technol ogies

i ncl ude video and audi o conferenci ng and Voi ce over Internet Protoco

(Vol P)

HUD Pol i cy

a. Program O fices/System Owmers of systens that have been rated
noderate or high and use col |l aborative conmputing resources, |ike

audi o and video conferencing and el ectronic white boards, shal

ensure that the collaborative conputing resources cannot be activated
renotely and provide explicit indication of use to the |ocal user

b. Program O fices/System Omers wi shing to use VOP in information
systens under their purview nmust obtain approval fromthe Cl SO and
Deputy ClO for IT Operations and follow the guidance in N ST SP
800-58, Security Considerations for Vol P Systens.
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1.0 INTRODUCTION

The Department of Housing and Urban Development (HUD) relies extensively on information
technology (IT) to execute its mission and provide services to the American public and HUD’ s
business partners. Given the prevalence of cyber threats today, HUD must manage its I T assets
with due diligence and take the necessary stepsto safeguard them while complying with federal
mandates and the dictates of good stewardship.

Information security policies are an essential prerequisite to sound IT security. They are
designed to preserve the confidentiality, integrity, availability, and value of assets, aswell as
ensure the continued delivery of services. They also establish the appropriate focus and
standards for acceptable security practices across an organization. This policy is based on
federal regulations and highlights HUD’ s goals and requirements for protecting its I T assets.

All HUD components must comply with the basic requirements of this policy and its associated
operational standards and technical documentation. Each component must also determine any
need for additional safeguards above this baseline level and implement them appropriately.
Additional safeguards should be based on an assessment of risk and local conditions.

1.1 Purpose

This document establishes the information security policy for HUD. The policy prescribes
responsibilities, practices, and conditions that directly or indirectly promote security in the
development, operation, maintenance, and support of all HUD IT resources.

The policy identifies security practices that are appropriate to HUD’ s mission, provide cost-
effective protection of HUD’s I T, respond to security issues associated with contemporary
technologies and risks, and are consistent with current applicable federal security laws, policies,
and regulations.

1.2 Scope

This policy provides acomprehensive view of IT security considerations. It addresses technical
security services, aswell as the management and operational requirementsfor I'T security, and it
identifies all relevant security roles and responsibilities and affected organizations. In addition,
the policy addresses security-relevant boundaries (e.g., interfaces with externa systems and
networks and any use of personal computing in the conduct of HUD’ s business). It also reflects
the increasing requirements for internal and external security oversight from the HUD Office of
Inspector General (OIG) and in response to the Federal Information Security Management Act
(FISMA).

Since this policy isintended to provide a set of basic protection goals and standards, the
procedural details normally found in operational and technical documentation are not within the
scope of this document.

Information security policies conventionally require systems to provide various technical

security services (e.g., authentication, access control, and intrusion detection); however, a
comprehensive policy aso identifies managerial and operational requirements, which recent
regulations have emphasized. For example, federal departments are required to integrate security
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planning into their Capital Planning and Investment Control (CPIC) process. Also, the Office of
Management and Budget (OMB) requires periodic reports on the state of information security
activities at all federal departments, and these reports have implications for acquiring and
maintai ning such information.

Asaresult, this policy hasimplications for more than security specialists and will affect System
Owners and developers, practitioners of non-1T security disciplines, support operations personnel
(e.g., security training and awareness personnel, contract managers), and personnel interacting
with the HUD privacy advocate, OIG, external auditors, HUD Enterprise Architecture (EA)
developers, and other agencies.

In addition, this information security policy appliesto HUD Program Offices that have security-
specific or security-relevant roles and responsihilities, such as system security planning,
certification and accreditation (C&A), security audit, configuration management (CM),
continuity of operations (COOP) activities, and security incident response. The policy also
appliesto all HUD employees, contractors, and service providers who must comply with day-to-
day provisions of HUD policy (e.g., proper password choice and management, maintaining
security awareness, incident reporting, and prompt system upgrades).

1.3 Authority for Policy

The authority for the issuance of this policy rests with the Office of Chief Information Officer.
The Program Office that will subsequently issue and maintain this policy includes those
responsible for the following:

e Information security policy development
e |T security review and evaluation
e Information security policy enforcement

e Conformance monitoring and evaluation, including the identification and monitoring of
metrics where possible

e Interactions with associated policy elements, HUD business functions, system acquisition
authorities, and external agencies

e Policy revisions, including interim updates and annual re-issuances, when required
e Policy waiver evaluations

Section 2.0 provides the detailed allocation of information security roles and responsibilities
among HUD personnel.

1.4 Policy Basis

This policy is primarily based on recent federal laws, regulations, and guidance on information
security (e.g., the rapidly growing series of National Institute of Standards and Technology
[NIST] Special Publications [SP] on information security). In areas where federal guidelines are
lacking or still evolving, the policy reflects established best security practices within the security
community. The policy aso incorporates previously published HUD information security policy
and guidelines.
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1.5 Relationship to Other Documents and Processes

Asthe primary information source for fundamental requirements for maintaining the
confidentiality, integrity, and availability of I'T resources, the policy identifies and characterizes
a comprehensive set of basic protection goals without stipulating how the goal's should be met
(i.e., the specific technol ogies, mechanisms, or procedures involved). Procedural details,
particularly technical details that are either changeable or applicable to one type of system

(e.g., configuration for a particular operating system) are documented separately.

The information security policy may change from time to time. For example, the potential use of
some newer technologies (e.g., wireless communications) can give rise to additional policy
requirements. In such cases, the policy will outline the basic relevant security policy
requirements; however, in general, the policy isfree from low-level procedural and technical
detail.

The requirements of this policy complement other agency measures for effective management of
assets and regulatory compliance (e.g., with the federal privacy laws). References are made to
those sources throughout this document.

Guidance on HUD information security standards, methodologies, procedures, and adaptations to
ongoing legislation and federal regulations and standards will be expanded in a separate
Information Technology Security Handbook. The handbook provides additional guidance on
information security policy elements, examples of which might include password enforcement
mechanisms, C& A procedures, and incident-response procedures.

Where necessary, the most detailed, procedure-intensive, or volatile I'T security guidance will be
issued in topic-specific guidelines. Generally, technical specialists are the principal users of such
guidelines (e.g., specifications of product version-specific configuration settings that are
consistent with security requirements or instructions for recovering from avirus attack).

The information security policy, handbook, and set of detailed guidelines form an information
security policy compendium as shown in Figure 1. This document compendium becomes the
foundation for secure HUD information system design, operation, and maintenance. The figure
also depicts mutual influences between information security policy and avariety of affiliated
processes that information security relies upon or affects to some extent, including Quality
Assurance (QA), COOP procedures, Critical Infrastructure Protection (CIP), and EA

devel opment.

Information security policy makes certain assumptions about protection measures that respond to
other HUD security policies and practices (e.g., physical security and personnel security). For
example, this policy presupposes reliable processes for confirming the credentials of prospective
system users. Information security policy also presupposes the enforcement of suitable physical
protection of the means of accessto facilities housing HUD IT resources. However, since
physical and personnel security policies are not exclusively or primarily concerned with IT
resource protection, documents in the information security policy compendium refer to such
separate policies or make assumptions about their provisions, as appropriate.

! Examples of topic areas being addressed in separate guidelines include security configuration guides for IT

products, media sanitization techniques, and certification practice statements.
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Affiliated Processes
- Program elements that IT
Security relies on or supports
- Examples: QA, COOP,
CPIC, and EA

Federal Regulations and Standards

Policy Hierarchy

IT Security Policy
- Broad organization directives
P - Long-term objectives
- Establishes strategic IT goals
- Assigns authority for
execution

Influences

The immediate focus

HUD
Other HUD Security Policies Compqter
and Practices The IT Security Policy Informs SeCL'“"ty
- Physical security may reference other HUD Policy
- Personnel security Policies, but will not IT Security Handbook (New) Handbook
I completely - Procedures

1.6

V
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i

- Privacy specify those policies i - Standards and methodologies
i
i
i
i
i
i
i
i
i
i
i
;
i
i
i
i
i
i

- Adaptations (e.g., legislation)

Detailed IT Security Guidance
- Technology-specific
- Product- and version—specific
- Details (e.g., configuration*)
requiring specialist knowledge
- Changeable elements

Foundation

*Note: FISMA requires tracking for design

of configuration guides (e.g., for OSs,
routers, web servers, and DBs)

Figure 1. Security Policy Relationships

Document Organization

Section 2 describes the information security roles and responsibilities assigned to HUD
personnel. The policiesin Sections 3, 4, and 5 describe in more detail the management,
operational, and technical areas of controls necessary to evaluate or assess compliance:

Management Controls—focus on IT security system management and system risk
management that consist of risk mitigation techniques and concerns normally addressed
by management.

Operational Controls—address security methods that focus primarily on the
mechanisms implemented and executed by people. These controls are designed to
improve the security of a particular system or group of systems. These controls
frequently require technical or specialized expertise and often rely on management and
technical controls.

Technical Controls—focus on security controls that a computer system executes. These
controls can provide automated protection for unauthorized access or misuse, facilitate
detection of security violations, and support security requirements for applications and
data.

Within individual policy requirements, this document includes, where applicable, referencesto
federal standards and regulations that are sources of the policy requirements. These are
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summarized in Appendix A. Theinclusion of the referencesis intended to provide the policy
user with additional information and to serve as a means of confirming the comprehensiveness of
HUD'’ sresponse to the standards and regulations.

1.7

Laws and Regulations

HUD has established a department-wide I T security policy based on the following Executive
Orders (EO), public laws, and national policies:

Electronic Government Act (P.L. 107-347), December 2002.

Executive Order 13231, Critical Infrastructure Protection in the Information Age,
October 16, 2001.

Federal Information Security Management Act (FISMA) of 2002, November 25, 2002.
FIPS Pub 140-1, Security Requirements for Cryptographic Modules, January 1994.
FIPS Pub 1402, Security Requirements for Cryptographic Modules, May 2001.

FIPS Pub 199, Sandards for Security Categorization of Federal Information and
Information Systems, December 2003.

FIPS Pub 200, Minimum Security Requirements Controls for Federal Information and
Information Systems (projected for publication December 2005).

FIPS Pub 201, Personal Identity Verification for Federal Employees and Contractors,
February 2005.

Homeland Security Presidential Directive (HSPD) 7, Critical Infrastructure
Identification, Prioritization, and Protection, December 17, 2003.

Office of Management and Budget Memorandum 03-19, Reporting Instructions for the
Federal Information Security Management Act and Updated Guidance on Quarterly IT
Security Reporting, August 2003.

Office of Management and Budget Memorandum 03-22, OMB Guidance for
Implementing the Privacy Provisions of the E-Government Act of 2002, September 2003.

Office of Management and Budget Memorandum 04-04, E-Authentication Guidance for
Federal Agencies, December 2003.

Office of Management and Budget, Circular A-130, Appendix 111, Transmittal
Memorandum #4, Management of Federal Information Resources, November 2000.

Paperwork Reduction Act of 1995 (P.L. 104-13), May 1995.

Privacy Act of 1974, As Amended, 5 United States Code (U.S.C.) 552a, Public Law
93-579, Washington, D.C., July 14, 1987.

Public Law 104-106, Clinger-Cohen Act of 1996 (formerly, Information Technology
Management Reform Act [ITMRA]), February 10, 1996.

Public Law 104-191 (H.R. 3103), Health Insurance Portability and Accountability Act
of 1996.

Public Law 107-296, Homeland Security Act of 2002.
Various NIST Specia Publications (SP).
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1.8 Definitions

Following is a series of the key definitions applicable to the policies and procedures outlined in
this document.

1.8.1  Sensitive Information

“Sensitive information” (defined by the Computer Security Act of 1987) isinformation to which
access must be controlled and restricted in order to protect the national interest, the conduct of
federal programs, and the privacy to which individuals are entitled under the Privacy Act
(Section 552a of Title 5, U.S.C.), but is not specified by Executive Order or an act of Congress to
be kept secret (i.e., classified as Top Secret, Secret, or Confidential) in the interest of national
security or foreign policy. Examples of sensitive information include personal data (e.g., Social
Security Number), trade secrets, system vulnerability information, pre-solicitation procurement
documents (e.g., Statement of Work [SOW]), and law enforcement investigative methods.
Sensitive information must be protected from loss, misuse, modification, and unauthorized
access.

FIPS Pub 199, Standards for Security Categorization of Federal Information and Information
Systems, was published in December 2003. It is now the mandatory standard for categorizing the
sensitivity associated with federal information and information systems (except national security
systems).

FIPS Pub 199 provides federa departments with a more detailed categorization of their
information assets than the Computer Security Act of 1987 recognized. FIPS Pub 199
distinguishes among low, moderate, and high sensitivity categories and deals explicitly with
integrity, availability, and confidentiality as security goals. Categories correspond to the
different degrees of potential impact a security incident may have on a department’s mission,
assets, legal responsibilities, functions, or individuals.

1.8.2  Public Information

This type of information can be disclosed to the public without restriction, but requires
protection against erroneous manipulation or alteration (e.g., a public website).

1.8.3  Information Technology

The Clinger-Cohen Act defines information technology as any equipment or interconnected
system or subsystem of equipment that is used in the automatic acquisition, storage,
mani pul ation, management, movement, control, display, switching, interchange, transmission, or
reception of data or information by an executive agency. For purposes of the preceding
definition, “equipment” refersto that used by HUD or by a contractor under contract with HUD
if that contractor (1) requires the use of such equipment or (2) requires the use, to a significant
extent, of such equipment in the performance of a service or the furnishing of a product. The
term “information technology” includes computers, ancillary equipment, software, firmware, and
similar procedures, services (including support services), and related resources.
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1.8.4  HUD Information Technology System

A HUD system isinformation technology that is (1) owned, leased, or operated by a Program
Office, (2) operated by a contractor on behalf of HUD, or (3) operated by another federal, state,
or local government agency on behalf of HUD. HUD systems include both general support
systems and major applications.

1.8.4.1 General Support System

An interconnected set of information resources under the same direct management control that
shares common functionality. It normally includes hardware, software, information, data,
applications, communications, and people. A general support system can be, for example, a
local area network (LAN) including smart terminals that support a branch office, an agency-wide
backbone, a communications network, a departmental data processing center and its operating
system and utilities, atactical radio network, or a shared information-processing service
organization. The Office of the Chief Information Officer is the Program Office responsible for
most of these systems at HUD and the Deputy CIO for IT Operations is the System Owner for
such systems.

1.8.4.2 Major Application

A major application is an information system that requires special attention to security due to the
risk and magnitude of harm resulting from the loss, misuse, or unauthorized access to or
modification of the information in the application. A major application may actually be made up
of hardware, software, and firmware, but it is distinguishable from a general support system by
the fact that it is a discreet application; whereas, general support systems may support multiple
applications.

1.9 Exceptions

When a Program Office is unable to comply with policy, it may request an exception.
Exceptions are generally limited to mission-specific systems that are not part of the HUD
Enterprise Infrastructure. Thisrequest is made to the Chief Information Security Officer (CI1SO)
through the Authorizing Official (AO) and must include the operational justification, risk
acceptance, and risk mitigation measures.
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2.0 ROLES AND RESPONSIBILITIES

Responsibility for protecting the confidentiality and integrity of HUD’ s information and
technological resourcesis shared jointly by its employees, business partners, and contractors.
However, in an effort to enable effective and complete implementation of this policy, specific
duties have been assigned to individuals who will be fully accountable for fulfilling the
associated requirements. This section describes the specific information security roles and
responsibilities.

2.1  Secretary of the Department of Housing and Urban Development

The Secretary of HUD isresponsible for ensuring that HUD IT systems and their data are
protected in accordance with congressional and presidential directives. To that end, the
Secretary will:

e Ensuretheintegrity, confidentiality, and availability of information and information
systems.

e Ensurethat HUD adheres to the requirements of its Information Security Program
throughout the life cycle of each HUD system.

e Submit the results of independent evaluations performed by the HUD Inspector General
(IG) to the Director of the OMB annually. These evaluations are to accompany HUD
annual budget submissions.

2.2 Chief Information Officer

The HUD Chief Information Officer (Cl1O) will establish and oversee the department-wide
Information Security Program and provide consulting assistance to all HUD offices for their
individual programs. In addition, the CIO has the following information security
responsibilities:

e Appoint, inwriting, afederal employee to serve as the CISO.

e Participate in developing HUD performance plans, including descriptions of timeframes
and budget, staffing, and training resources required to implement the departmentwide
Information Security Program.

e Establish policy and oversight procedures to ensure that all information systems
acquisition documents, including existing contracts, incorporate appropriate | T security
requirements and comply with HUD IT security policies.

e Ensurethat HUD’s Information Security Program integrates fully into the HUD EA and
CPIC processes.

e Ensure that Program Officials and/or System Owners understand and appropriately
address risks, especially interconnectivity with other programs and systems outside their
control.

e Review and evaluate the Information Security Program at least annually.
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Ensurethat an IT Security Performance Metrics Program is devel oped, implemented, and
funded.

Report to the Secretary on matters relating to the security of HUD IT systems.
Continuously strengthen the Information Security Program.

Ensure that adequate resources are provided for the Information Security Program.
Direct that all 1T security requirements be followed.

Accept responsibility for the Information Security Program successfully meeting all
federal regulations.

Ensure overall program success.

Chief Information Security Officer

The Chief Information Security Officer (CI1SO) reports directly to the CIO on matters pertaining
to I'T security within HUD. The CISO will perform the following duties:

2.4

Serve as the departmentwide principal advisor on IT security matters.

I ssue department-wide I T security policy, guidance, and architecture requirements for all
HUD IT systems and networks and provide oversight to ensure these policies are
implemented.

Serve as the principal departmental liaison with organizations outside HUD for matters
relating to I T security.

Review and approve the processes, techniques, and methodologies planned for usein
certifying and accrediting HUD IT systems. These include security test and evaluation
plans, contingency plans, and risk assessments.

Carry out CISO responsibilities under FISMA.

Possess the professional qualifications, including training and experience, required to
administer the functions described.

Head an office with the mission and resources required to assist in ensuring HUD
compliance.

Develop and maintain aHUD Information Security Program.
Direct HUD’ s day-to-day management of the Information Security Program.

Coordinate all security-related interactions among Program Officesinvolved in the
Information Security Program, as well as those external to HUD.

Support Information System Security Officers (1SSO) and participate in the selection of
qualified staff from the Program Offices.

Serve as amember in the Technology Investment Board Working Group.

Information System Security Officer

An ISSO shall be appointed in writing by the appropriate Program Official for each general
support system and major application. The ISSO can be either a government employee or an
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appropriately cleared support contractor. The ISSO isresponsible for ensuring that management,
operational, and technical controlsfor securing IT systems belonging to the Program Office are
in place and followed. The 1SSO will perform the following functions for the Program Office:

Serve as the principal Point of Contact (POC) for al matters pertaining to the security of
the IT systems for which the ISSO isresponsible.

Oversee the preparation of security plans, such as those required for C& A in coordination
with the System Owner.

Periodically review computer systems and networks to ascertain if changes have occurred
that could adversely affect security.

Ensure that system usersreceive initial computer security indoctrination and annual
follow-on training, as required by applicable directives.

Enforce an access control policy by which only authorized persons can gain access to
HUD IT systems and networks.

Immediately report any security violation, attempt to gain unauthorized access to
sensitive data, virus infection, or other event affecting the security of HUD systems and
networks to the appropriate Computer Security Incident Response Center (CSIRC).

Enforce the capability to track user activity on a system and report any discrepancies or
misuse of automated resources.

Manage the IT Security Metrics Program for the IT system. Collect and analyze data and
coordinate with the CISO, as appropriate.

Implement I T security policies as directed by, and in coordination with, higher authority.
Attend required role-based security training.

An ISSO can be assigned to more than one general support system or major application.

2.5

Contracting Officer, Government Technical Monitor, and Government
Technical Representative

Contracting Officers, Government Technical Monitors (GTM), and Government Technical

Representatives (GTR) are responsible for ensuring that security is properly and adequately
addressed as part of system acquisition and other contracting activities. Specifically, these

individuals will ensure that:

New contracts include appropriate language and clauses to enforce HUD I T security
policy and that existing contracts include appropriate language when modified.

Any security clauses are developed and used in accordance with Departmental
procurement policy, the HUD Acquisition Regulation (HUDAR) and Federal Acquisition
Regulation (FAR).

All new or modified HUD contracts include a clause requiring I T security awareness
training and, where appropriate, role-based training for specific job categories with
security responsibilities.
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All new or modified HUD contracts include a clause requiring contractor compliance
with HUD computer security incident identification and reporting policy and procedures.

I'T security functional and assurance requirements are incorporated in information system
procurement documents in accordance with HUD I T security policy.

Contractors and subcontractors provide copies of their internal IT security plans and
procedures to the CI1SO upon request.

Existing and future contracts include requirements to have qualified security
representatives (e.g., CISO, 1SSO, or other designated HUD Program Office personnel)
conduct site surveys at non-HUD facilities.

2.6  Help Desk
The help desk staff will:
e Assist HUD employeesin technical security matters.
e Recognize and report security incidentsto HUD CSIRC, engage resources for corrective
action, and assist usersin recovery.
2.7 Physical Security/Facilities Group/Security Officer

This generic title is used to identify the person or persons responsible for the physical security of
the facility and the person or persons responsible for issuing badges and conducting required
background checks for employees and contractors. In addition, thetitle is generic to cover
outsourced computer services and operations.

The physical security staff and security officer will:

2.8

Develop and enforce appropriate physical security controls.

Identify and address the physical security needs of computer installations, office
environments, and backup installations.

Process and maintain personal background checks and security clearance records.

Issue HUD Identification (1D) badges to employees and contractors in accordance with
HSPD-12.

Deputy Chief Information Officer for Information Technology
Operations

The Deputy CIO for IT Operations will:

Monitor security technology developments and evaluate their usefulness for, or impact
upon, HUD mission, architecture, and operations.

Direct IT contingency planning.

Work with the Program Offices, functional managers, and System Owners on technology
and contingency planning issues.
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2.9

Own and secure the I T infrastructure (e.g., general support systems) that provides shared
services across Program Offices.

Program Offices/System Owners

Program Offices, or System Owners, use I T to help fulfill the business requirements necessary to
achieve the mission needs within their program area of responsibility. Assuch, they are
responsible for the successful operation of 1T systems within their program areaand are
ultimately accountable for the security of the IT systems and programs under their control. The
Office of the Chief Information Officer is the Program Office responsible for most General
Support Systems at HUD; the Deputy CIO for IT Operationsis the System Owner for such
systems. The Program Offices/System Owners will:

2.10

Work closely with the CIO and other program and IT managers to ensure a complete
understanding of risks, especially the increased risks resulting from interconnectivity
with other programs and systems over which the Program Offices have little or no
control.

Prepare information system security plans and risk assessments for information systems
under their purview.

Ensure information systems under their purview are certified and accredited.

Review, in consultation with the CISO, the IT system security within their program area
at least annually.

Manage the procurement and operation of their Program Office information systems.

Assure adherence to information security policy in the design and operation of
application systems.

Coordinate with the Deputy CIO for IT Operations and the CISO on security matters
involving HUD information architecture, asawhole.

HUD Managers, Supervisors, and Employees

All HUD personnel and support contractors who have been authorized access to sensitive data
are responsible for protecting that data. These responsibilities include the following:

Comply with IT security policy and apply its principles to daily work activities.

Enforce IT security policy and ensure that employees and contractors comply with I'T
policies and procedures.

Assume accountability for protecting sensitive information under their control in
accordance with this policy.

Attend annual IT Security Awareness training.

Attend required role-based security training—pertains to those having a security-related
role (e.g., system and network administrators).

Report IT security incidents (e.g., virus and malicious code attacks) to the appropriate
CSIRC according to established procedures.
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e Cooperate with CSIRC Team members.

e Cooperate with Information Security Program representatives or other designated HUD
Program Office personnel during security compliance reviews at HUD Program Office
facilities and site surveys at non-HUD facilities.

e Ensurethat IT security metrics data are collected in accordance with direction from the
CISO and 1SSO—M anagers/Supervisors.

e Understand and comply with HUD policies, standards, and procedures regarding the
protection of sensitive HUD information assets.

2.11 Authorizing Official

The Authorizing Official (AO) isa senior government management official with the authority to
formally assume responsibility for operating an IT system at an acceptable level of risk. AOs
control personnel, operations, maintenance, and budgets for their systems or field sites; therefore,
AOQOs shall control the resources necessary to mitigate risks. An AO shall be assigned to each
general support system and major application. The AO shall be a Senior Official who isthe
Program Assistant Secretary, Deputy Assistant Secretary, or equivalent Program Head.

The AO may assign a designated representative to act on the AO’ s behalf and be empowered to
make certain decisions with regard to the planning and resourcing of security C& A activities, the
acceptance of system security plans, and the determination of risk to agency operations, agency
assets, and individuals. The only activity the AO cannot delegate is the security accreditation
decision and signing the associated accreditation decision letter (i.e., the acceptability of risk to
the agency).

AOs areresponsible for the following:
e Reviewing and approving the corrective actions necessary to mitigate residual risks.
e Approving/disapproving system accreditation.
e Terminating system operationsif security conditions warrant such action.

An AO can be responsible for more than one general support system or major application.

2.12 Certification Agent

A Certification Agent is assigned to each HUD IT system by an appropriate department-level
official. Normally, the CISO is designated as the Certification Agent for al IT systems under the
department’ s control.

To preserve the impartial and unbiased nature of security certification, the Certification Agent
should be in a position that is independent from individuals directly responsible for information
system devel opment and day-to-day system operations. The Certification Agent should also be
independent of those individuals responsible for correcting security deficiencies that are
identified during security certification.

Certification Agents must be government employees and must be designated in writing at the
department level. Designation letters shall be signed by the appropriate Under Secretary or
Program Office Head. For each IT system, the Certification Agent shall:
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e Ensurethat arisk analysisis performed, that required C& A activities are completed, and
that the results are documented.

e Prepare a Security Evaluation Report that clearly documents residual risks on the status
of the certification for the AO.

A Certification Agent can be responsible for more than one general support system or major
application.
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3.0 MANAGEMENT POLICIES

3.1 Basic Requirements

In order to ensure the security of HUD information resources, basic security management
principles must be followed. These principles are applicable throughout the department and
form the cornerstone of the Information Security Program.

HUD Policy

a. Every HUD computing resource (e.g., desktops, laptops, servers, portable electronic devices,
Commercial off-the-Shelf [COTS] software packages, and applications) shall be individually
accounted for as part of a recognized information system inventory. The Office of Administration
and Management Services (OAMS) shall maintain inventory accountability for all systems hardware
and microcomputers with an acquisition cost of $500 or more. The Deputy CIO for IT Operations, in
coordination with the Inspector General (IG), shall maintain a current system inventory for all
commercial software and application systems used by HUD to process, store, and/or transmit
information. This inventory shall be updated once a year.

b. Program Offices/System Owners shall prepare and maintain an active and effective Information
Security Plan for each HUD information system under their purview. The Information System
Security Plan is required prior to the start of certification and accreditation and it shall be reviewed
and updated, if needed, once a year.

c. Program Offices shall designate an ISSO for every HUD information system under their purview.

d. Program Offices/System Owners shall conduct a privacy impact assessment on all systems under
their purview that process personally identifiable information in accordance with OMB Memorandum
03-22 and the E-Government Act.

e. Program Offices/System Owners shall apply all mandated Health Insurance Portability and
Accountability Act (HIPAA) Privacy and Security regulations to all systems under their purview that
process personal health information.

3.1.1 Information and Information System Categorization

The FIPS Pub 199, Sandards for Security Categorization of Federal Information and
Information Systems, was published in February 2004. This publication is the mandatory
standard for categorizing the sensitivity associated with all federal systems except those that deal
with national security systems.

FIPS Pub 199 provides federa departments with a more detailed categorization of their
information assets than was recognized under the Computer Security Act of 1987. This
publication distinguishes among low, moderate, and high sensitivity categories, and deals
explicitly with integrity, availability, and confidentiality as security goals. These categories
correspond to different degrees of potential impact that a security incident may have on a
department’ s mission, assets, legal responsibilities, functions, or individuals.

The NIST SP 800-60, Guide for Mapping Types of Information and Information Systemsto
Security Categories, provides guidance on assigning sensitivity categories to information
systems.
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HUD Policy

a. Program Offices/System Owners shall ensure that all systems and data under their purview have
been categorized in accordance with FIPS Pub 199, Standards for Security Categorization of
Federal Information and Information Systems.

b. Program Offices/System Owners shall use NIST SP 800-60, Guide for Mapping Types of
Information and Information Systems to Security Categories, whenever possible, to assess
sensitivity categories of systems and data under their purview.

3.2 Capital Planning and Investment Control

The implementation of 1T security and capital planning practices within the federal government
isdriven by a combination of legiglation, rules and regulations, and agency-specific policies.
FISMA isthe overarching legislation behind the integration of 1T security and capital planning.
FISMA codifies specific responsibilities of federal agency officials, ensures that agency
resources are protected, ensures that risk is effectively managed, and requires agencies to
incorporate I T security into the life cycle of their information systems. The agency must also
determine the costs and timeframes associated with mitigating the weaknesses identified in the
Plans of Action and Milestones (POA&M). These costs are captured in HUD’ s annual OMB
Exhibit 300—the funding vehicle submitted to OMB to secure an operating budget.

HUD has a comprehensive CPIC in place to address the CPIC Process. The IT Investment
Management Process addresses all the necessary aspects to develop and manage HUD'sIT
portfolio in support of its lines of business. HUD also has a management infrastructure in place
to coordinate the CPIC process. It consists of two committees: The Technology Investment
Board Executive Committee and the Technology Investment Board Working Group (WG).

HUD Policy

a. Program Officials shall include IT security requirements in their capital planning and investment
business cases in accordance with NIST SP 800-65, Integrating IT Security into the Capital
Planning and Investment Control Process.

b. Program Officials shall ensure that IT security requirements are adequately funded and documented
in accordance with current OMB budgetary guidance and NIST SP 800-65.

c. The CISO shall certify in writing that adequate security funding is included for all IT infrastructure
projects, as appropriate, for the projects’ System Development Life Cycle (SDLC) phase.

d. The Technology Investment Board Executive Committee shall not approve any capital investment in
which the IT security requirements are not adequately defined and funded.

3.3 Contractors and Outsourced Operations

Computer security requirements must be incorporated in contractual documents that involve the
acquisition, development, and/or operation and maintenance (O& M) of computer resources.
These requirements must be applied at the beginning of a project or acquisition and in all follow-
on contracts or purchasing agreements involving the acquisition of computer resources.
Computer resources include hardware, software, maintenance, and other associated I T products
and services.

The use of contractorsis essential to the success of HUD. Contractorsfill avital role in the daily
operations of the department and they too have aresponsibility to protect the information they
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process. To ensure the security of the information in their charge, contractors must adhere to the
same rules and regulations as government employees.

HUD Policy

a. The Office of Procurement and Contracts (OPC) and Contracting Officers (CO) shall ensure that all
solicitation documents, SOWs, and applicable contract vehicles identify and document the specific
security requirements for IT services and operations that are required of the contractor.

» The security requirements shall include how sensitive information is to be handled and protected
at the contractor’s site. The requirements shall apply to any information stored, processed, or
transmitted using the contractor’'s computer systems, as well as background investigations,
clearances, and/or required facility security.

» The SOWSs and contracts shall require that at the end of the contract, the contractor must return
all information and IT resources provided during the life of the contract and must certify that all
HUD information has been purged from any contractor-owned system used to process HUD
information.

b. OPC and COs shall ensure that all solicitation documents, SOWs, and applicable contract vehicles
contain a statement requiring contractors to adhere to HUD IT security policies.

c. The CISO and Program Offices that outsource IT security services shall do so in accordance with
NIST SP 800-35, Guide to Information Technology Security Services.

d. Program Offices/System Owners shall conduct reviews in accordance with NIST SP 800-26,
Security Self-Assessment Guide for Information Technology Systems, and NIST SP 800-53,
Recommended Security Controls for Federal Information Systems, once a year to ensure that
contract IT security requirements are implemented and enforced for systems under their purview.

3.4 Performance Measures and Metrics

Security metrics are collected measures of the adequacy of in-place HUD security policies,
procedures, and controls. At several organizational levels, the routine collection and review of
security metrics help identify new security goals and justify investment in them. NIST

SP 800-55, Security Metrics for Information Technology Systems, July 2003, provides guidance
in the identification and use of security metrics. NIST prescribes the use of readily obtainable
guantifiable measures that are capable of repeatable collection to measure progress toward
defined security goals. NIST 800-55 defines security metrics of three types:

1. Implementation metrics—used to evaluate compliance with security policy
2. Effectiveness metrics—used to evaluate the effectiveness of security services
3. Impact metrics—used to measure the effect of security events on business or mission

HUD Policy

a. The CIO shall ensure that development, adequate resource assignment, and effective operations of
the HUD Security Metrics Program are in accordance with NIST SP 800-55, Security Metrics for
Information Technology Systems.

b. The CIO, in conjunction with the CISO, shall work with Program Offices, System Owners, and other
personnel with information security responsibilities to assure understanding of and compliance with
the Metrics Program and to define and track suitable performance measures.

c. Program Offices shall provide the CISO with semiannual data on their progress in implementing IT
security performance measures.
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3.5 Critical Infrastructure Protection

Critical Infrastructure Protection (CIP) is concerned with providing and maintaining adequate
levels of security and redundancy to assure the performance of aminimal set of government and
human-related services vital to the protection of people, the stability of the national economy,
and the security of the nation. Homeland Security Presidential Directive (HSPD) 7, Critical
Infrastructure Identification, Prioritization, and Protection, dated December 17, 2003, stipulates
that the national goal isto assure that any interruption or manipulation of these critical national
infrastructuresis brief, infrequent, manageable, geographically isolated, and minimally
detrimental to the welfare of the United States. EO 13231 and its amendments (i.e., EO 13284,
EO 13286, and EO 13316), Critical Infrastructure Protection in the Information Age, reaffirms
the need to take continual actions to secure information systems, emergency preparedness
communications, and physical assets. It isHUD’s policy to have in place a comprehensive and
effective program and methodology to identify and protect HUD’ s national critical assets.

HUD Policy

a. The CIO, in coordination with the Program Offices, shall identify all critical assets in accordance with
HSPD 7, Critical Infrastructure Identification, Prioritization, and Protection, to determine the
interdependencies of these critical assets and develop and implement a CIP Risk Management Plan
to ensure that these assets are adequately protected.

b. The CISO shall conduct yearly vulnerability assessments of IT resources that have been identified
as part of HUD’s critical infrastructure.

c. In the event that the primary and/or alternate telecommunications services are provided by a
wireline carrier, the Deputy CIO for IT Operations shall request Telecommunications Service Priority
(TSP) for all telecommunications services used for national security emergency preparedness.

3.6 Information Technology Contingency Planning

Information technology contingency planning refers to the interim measures needed to recover
I'T services following an emergency or system disruption. Interim measures may include the
relocation of 1T systems and operations to an alternate site, the recovery of IT functions using
alternate equipment, or the performance of IT functions using manual methods.

The IT contingency planning is an integral part of CIP and COOP planning; therefore, this policy
supports CIP and COOP. The planning is also closely related to the Business Impact Analysis
(BIA) portion of COOP. The BIA identifies, among other things, the impact on business-
function missions, if the system is unavailable for a specific amount of time. ThelT
Contingency Plan will consider the CIP, COOP Plans, and BIAs in establishing processing
priorities.

HUD Policy

a. The CISO shall develop, document, and maintain a standard HUD-wide process for IT contingency
planning in accordance with NIST SP 800-34, Contingency Planning Guide for Information
Technology Systems.

b. Program Offices/System Owners shall develop contingency plans for information systems under
their purview in accordance with NIST SP 800-34. For systems rated moderate or high, Program
Offices/System Owners shall coordinate with the Program Office responsible for CIP and COOP.
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HUD Policy

c. Program Offices/System Owners shall review contingency plans once a year, update them, and
communicate any changes to the Program Office responsible for COOP and CIP, if applicable.

d. Program Offices/System Owners shall ensure that all personnel involved in IT contingency planning
efforts are identified and trained in the procedures and logistics of IT contingency planning and
implementation for systems under purview rated moderate or high. Refresher training shall be
provided annually. For systems rated high, the training shall include simulated events.

e. Program Offices/System Owners shall ensure that plans for systems rated moderate or high are
tested/exercised at least annually. Testing should be coordinated with elements responsible for
COORP, CIP, and incident response. For systems rated high, the Program Offices/System Owners
shall ensure testing at the alternate processing site.

f. The Deputy CIO for IT Operations shall provide an alternate site for storing system backup
information. The alternate site must be geographically separated from the primary storage site for
backup information of systems rated moderate or high. For systems rated high, the storage site
shall:

» Be configured to facilitate timely and effective recovery operations

« Identify potential accessibility problems in the event of an area-wide disruption or disaster and
outline explicit mitigation actions

g. The Deputy CIO for IT Operations shall provide an alternate processing site for systems rated
moderate or high and ensure that the equipment and supplies required to resume operations are
either available at the alternate site or contracts are in place to support delivery to the site. The
alternate site shall:

» Be geographically separated from the primary processing site

» Be reviewed to identify potential accessibility problems in the event of an area-wide disruption or
disaster and outline explicit mitigation actions

» Have priority-of-service provisions in accordance with HUD’s availability requirements

For systems rated high, the site shall be fully configured to support a minimum required operational

capability and ready to use as the operational site.

h. The Deputy CIO for IT Operations shall provide for primary and alternate telecommunications
services to support systems rated moderate and high. The Deputy CIO for IT Operations shall also
initiate the necessary agreement to permit the resumption of system operations for critical business
within 24 hours when primary telecommunications are unavailable. The Deputy CIO for IT
Operations shall ensure that:

» Agreements contain priority-of-service provisions in accordance with HUD's availability
requirements
» Alternate service does not share a single point of failure with the primary service

For systems rated high, the Deputy CIO for IT Operations shall ensure that:

» Providers of alternate sites are sufficiently separated from primary service providers so they are
not susceptible to the same hazards
* Providers of primary and alternate services have adequate contingency plans

i. The Deputy CIO for IT Operations shall ensure that HUD has mechanisms with supporting
procedures to allow the information system to be recovered and reconstituted to the systems
original state after a disruption or failure. For systems rated high, the Deputy CIO for IT Operations
shall ensure that the systems are fully recovered and reconstituted as part of the contingency plan
test.

3.7 System Development Life Cycle

All federal information systems, including operational systems, systems under devel opment, and
systems undergoing modification or upgrade, are in some phase of what is commonly referred to
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asthe SDLC. Many activities during a system’slife cycle have cost, schedule, and performance
implications. In addition to the functional requirements levied on an information system,
security requirements must also be considered. When fully implemented, the information system
must be able to meet its functional requirements and do so in a manner that is secure enough to
protect agency operations, assets, and individuals.

In accordance with the provisions of FISMA, agencies are required to have an agency-wide
Information Security Program and that program must be effectively integrated into the SDLC.

HUD Policy

a. Program Offices/System Owners shall ensure that security is integrated into the SDLC from IT
system inception to system disposal through adequate and effective management, personnel,
operations, and technical control mechanisms in accordance with NIST SP 800-64, Security
Considerations in the Information System Development Life Cycle.

b. Program Offices/System Owners shall ensure information systems that have been rated moderate
or high are designed and implemented using security engineering principles in accordance with
NIST SP 800-27 Rev A, Engineering Principles for Information Technology Security (A Baseline for
Achieving Security).

c. Program Offices/System Owners shall ensure information systems that have been rated moderate
or high physically or logically separate user interface services (e.g., public web pages) from
information storage and management services (e.g., database management). Separation may be
accomplished using different computers, different central processing units, different instances of the
operating system, different network addresses, combinations of these methods, or other methods as
appropriate.

3.8 Configuration Management

Configuration Management’s (CM) primary concern is managing the configuration of all
hardware and software elements of 1T systems and networks and the security implications when
changes occur. Theinitia configuration of the system or network must be documented in detail
and all subsequent changes to any components must be controlled through a complete and robust
CM process. Configuration Management has security implications in three areas to ensure:

e The configuration in which the system or network is actually installed and operated is
consistent with the one under which its security C& A was performed.

e Any subsequent changes have been approved, including an analysis of any potential
security implications.

e All recommended and approved security patches are properly installed.

HUD Policy

a. Program Offices/System Owners shall prepare Configuration Management Plans for all IT systems
and networks under their purview. The plan must include a baseline configuration. For moderate to
high-impact systems, the system shall use automated mechanisms to maintain an up-to-date,
complete, accurate, and readily available baseline configuration. The baseline is updated during
installations.

b. Program Offices/System Owners shall establish, implement, and enforce change management and
CM controls on all IT systems and networks under their purview. Changes to the information
system must be documented and they must include emergency change procedures. For high-
impact systems, the system shall use automated mechanisms to:
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HUD Policy

» Document proposed changes

» Notify appropriate approval authorities

» Highlight approvals that have not been received in a timely manner
« Inhibit changes until necessary approvals are received

» Document completed changes

c. IT security patches shall be installed in accordance with Configuration Management Plans or from
direction of higher authorities.

d. Program Offices/System Owners shall monitor and audit changes to information systems under their
purview and conduct security impact analysis as required by NIST SP 800-37 and check the
security features of the system to ensure the features are still functioning properly.

e. Program Offices/System Owners shall ensure that changes to the information system are restricted
to a limited number of personnel who require access for their job responsibilities. For high-impact
systems, the system shall use an automated mechanism to enforce the restrictions and provide
audit information.

f. Program Offices/System Owners shall ensure that security settings have been set to their most
restrictive values consistent with operational requirements. For COTS packages, Program
Offices/System Owners shall consult NIST SP 800-70, Security Configuration Checklists Program
for IT Products for the Configuration Checklist and configure the system accordingly. For high-
impact systems, the system shall use automated mechanisms to centrally apply and verify
configuration settings.

g. Program Offices/System Owners of systems that have been rated high shall ensure that their
software and information are protected against unauthorized changes. The Program
Offices/System Owners shall use automated tools to monitor the integrity of such information and
software. Acceptable methods for COTS packages include, but are not limited to, parity checks,
cyclical redundancy checks, and cryptographic hashes.

h. Program Offices/System Owners of systems under development that have been rated high shall
ensure that the system developer creates and implements a configuration management plan that
controls changes to the system during development, tracks security flaws, requires authorization of
changes, and provides documentation of the plan and its implementation.

i. Program Offices/System Owners of systems under development that have been rated moderate or
high shall ensure that the system developer creates a security test and evaluation plan, implements
the plan, and documents the results. Developmental security test results should only be used when
no security relevant modifications of the information system have been made subsequent to
developer testing and after selective verification of developer test results.

3.9 Risk Management and Risk Assessment

Risk assessment is a process of identifying system security risks and determining the probability
of occurrence, resulting impact, and additional safeguards that would mitigate this impact. Risk
management is a process that allows Program Officials to balance the operational and economic
costs of protective measures to achieve gains in mission capability by protecting the IT systems
and data that support their organization’s missions. It isthe total process of managing risks to
agency operations, agency assets, or individuals resulting from the operation of an information
system. It includes risk assessment and Cost-Benefit Analysis (CBA); aswell as the selection,
implementation, testing, and security evaluation of safeguards. This overall system security
review considers both effectiveness and efficiency, including the impact on the mission and
constraints due to policy, regulations, and laws.
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Asapreliminary risk assessment, Program Offices/System Owners shall ensure that all systems
and data under their purview have been categorized in accordance with FIPS 199, Sandards for
the Security Categorization of Federal Information and Information Systems.

HUD Policy

a. Program Offices/System Owners shall ensure that all systems under their purview have been
subjected to a current risk assessment in accordance with the NIST SP 800-30, Risk Management
Guide for Information Technology Systems. Risk assessments are required prior to the start of
C&A.

b. Program Offices/System Owners shall conduct a risk assessment every three years and when a
significant change is planned for any system under their purview.

c. Program Offices/System Owners shall conduct an “e-authentication risk assessment” of the
transactional systems under their purview that provide government services using the Internet. The
risk assessment shall be conducted in accordance with OMB guidance under OMB-04-04,
E-Authentication Guidance for Federal Agencies.

3.10 Certification and Accreditation

Security accreditation is the official management decision given by a senior agency official to
authorize the operation of an information system and to explicitly accept the risk to agency
operations, agency assets, or individuals based on the implementation of an agreed-upon set of
security controls. By accrediting an information system, the Authorizing Official accepts
responsibility for the security of the system and is fully accountable for any adverse impactsto
the agency if abreach of security occurs.

Security certification is a comprehensive assessment of the suitability and effectiveness of
management, operational and technical security controlsin an information system. This
assessment is made in support of security accreditation to determine the extent to which the
controls are being implemented correctly, operating as intended, and producing the desired
outcome with respect to meeting system security requirements. The results of the security
certification are used to reassess the risks and update the system security plan, thus providing the
factual basisfor an AO to render a security accreditation decision.

Completing a security accreditation ensures that an information system will be operated with
appropriate management review, that there exists ongoing monitoring of security controls, and
that reaccreditations occurs periodically in accordance with federal or HUD policy, including
when there is a significant change to the system or its operational environment.

HUD Policy

a. Program Offices/System Owners shall follow the guidelines contained in NIST SP 800-37,
Guidelines for the Security Certification and Accreditation of Federal Information Technology
Systems, in certifying and accrediting their information systems.

b. Program Offices/System Owners shall ensure that whenever changes are made to IT systems,
networks, or to their physical environment, interfaces, or user-community makeup, the impact on the
security of the information processed is reviewed via a documented security-impact analysis as
required by NIST SP 800-37.

c. Program Offices/System Owners shall ensure that systems are certified and accredited at their
initial operating capability every three years thereafter and whenever a significant change occurs in
accordance with NIST 800-37.
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d. Existing accreditations completed before the issuance of this policy shall remain in effect if the
accreditation complied fully with the policy in effect at the time of accreditation, no significant
deficiencies have been identified, and the system configuration has not changed since accreditation.

e. Program Offices shall update their POA&Ms on a quarterly basis for systems under their purview as
required by OMB.

f. Program Offices/System Owners shall conduct an annual security review of systems under their
purview in accordance with NIST SP 800-26, Security Self-Assessment Guide for Information
Technology Systems, and NIST SP 800-53, Recommended Security Controls for Federal
Information Systems. The results of such reviews shall be included in the annual FISMA report to
OMB.

g. Program Offices/System Owners shall conduct vulnerability assessments and/or security testing to
identify vulnerabilities in IT systems under their purview. These assessments shall be conducted
yearly and when significant changes are made to the IT systems.

h. Program Offices/System Owners shall authorize and monitor all connections between systems
under their purview and other systems outside the accreditation boundary. The connection(s) shall
be documented in an Interconnection Security Agreement in accordance with NIST SP 800-47,
Security Guide for Interconnecting Information Technology Systems.

i. The CISO shall implement a standard C&A methodology for all HUD systems.

j- Program Offices/System Owners shall use this methodology for all C&As.

3.11 Incidents, Violations, and Disciplinary Action

Individual accountability is a cornerstone of an effective security policy. If individuals are not
held accountable for their actions, there islittle incentive for compliance. Program Office heads
are responsible for holding personnel accountable for intentional transgressions and for taking
corrective actions when security incidents and violations occur. Corrective action does not
necessarily mean disciplinary action. Sometimes remedial training is more appropriate. Each
Program Office must determine how best to address each individual case.

Anincident isaviolation or imminent threat of violation of information security policies,
acceptable use policies, or standard computer security practices. Incidents may result from
intentional or unintentional actions. Inappropriate uses of HUD computer resources are also
considered security incidents.

HUD Policy

a. HUD employees may be subject to disciplinary action for failure to comply with HUD security
policies, whether or not the failure results in criminal prosecution. IT security-related violations are
addressed in U.S. Department of Housing and Urban Development Ethics Letters 92-1, Standards
of Conduct and Principles of Ethical Service for Federal Employees.

b. HUD contractors and external users who fail to comply with department security policies shall be
subject to having their access to HUD IT systems and facilities terminated, whether or not the failure
results in criminal prosecution.

c. Any person who improperly discloses sensitive information shall be subject to criminal and civil
penalties and sanctions under a variety of laws (e.g., the Privacy Act).
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4.0 OPERATIONAL POLICIES

4.1 Personnel

HUD systems face threats from many sources, including the actions of HUD employees, external
users, and contractor personnel. The intentional and unintentional actions of these individuals
can potentially harm or disrupt HUD systems and their facilities. These actions can result in the
destruction or modification of the data being processed, denial of service (DoS) to the end users,
and unauthorized disclosure of data, potentially jeopardizing HUD’s mission. Therefore, itis
highly important that stringent safeguards be taken to reduce the risk associated with these types
of threats.

HUD Policy

a. Program Offices shall designate the position sensitivity level for all government positions that use,
develop, operate, or maintain IT systems under their purview and shall determine risk levels for
each contractor position in accordance with the Office of Personnel Management (OPM) policy and
guidance. Position sensitivity levels and risk levels shall be reviewed periodically in accordance
with OPM guidance.

b. Program Offices shall ensure that the incumbents of these positions have favorably adjudicated
background investigations commensurate with the defined position’s sensitivity levels. Screening
shall be consistent with: (i) 5 Code of Federal Regulations (CFR) 731.106(a); (ii) OPM policy,
regulations, and guidance; (iii) organizational policy, regulations, and guidance; (iv) FIPS 201 and its
attendant SP 800-73 and 800-76; and (v) the criteria established for the risk designation of the
assigned position.

c. Program Offices/System Owners shall ensure that no employee is granted access to HUD systems
without having a favorably adjudicated Minimum Background Investigation (MBI), as defined in
HUD'’s Personnel Security Program for systems under their purview.

d. Program Offices/System Owners shall ensure that no contractor employee is granted access to
HUD systems under their purview without having a favorably adjudicated background Investigation,
as defined in HUD’s Handbook 732.3, Personnel Security/Suitability. Exceptions may be granted by
the CISO.

e. Program Offices/System Owners shall ensure that no government employee is granted access to
HUD systems processing sensitive information under their purview who is not a citizen of the United
States. Exceptions may be granted at the Program Office level and must be reported to the CISO
and the security officer.

f. Program Offices/System Owners shall ensure that no contractor employee is granted access to
HUD systems processing sensitive information under their purview who is not a citizen of the United
States, a national of the United States (see 8 U.S.C. 1408), or an alien lawfully admitted to the
United States for permanent residence. Exceptions may be granted at the Program Office level and
reported to the CISO and the security officer.

4.1.1 Rules of Behavior

Rules of behavior are part of a comprehensive program to provide complete information security
guidelines. Therules of behavior establish standards of behavior in recognition of the fact that
knowledgeable users are the foundation of a successful Information Security Program. These
guidelines are established to hold users accountable for their actions and responsible for IT
security.
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a. The CISO shall define generic rules of behavior for all IT systems.

b. Program Offices/System Owners shall define additional rules of behavior for all IT systems under
their purview, when necessary.

c. ISSOs shall ensure that users of systems sign the rules of behavior and are given training regarding
the rules of behavior and the disciplinary actions that may result if the rules are violated.

4.1.2 Access to Sensitive Information

To protect sensitive information and limit the damage that can result from accident, error, or
unauthorized use, the principle of least privilege must be applied. The principle of least privilege
requires that users be granted the most restrictive set of privileges (or lowest clearance) needed
to perform authorized tasks (i.e., users should be able to access only the system resources needed
to fulfill their job responsibilities).

The application of this principle ensures that access to sensitive information is granted only to
those users with a valid need to know.

HUD Policy

a. Program Offices/System Owners shall ensure that users of IT systems supporting their programs
have a validated requirement to access these systems.

b. Program Offices/System Owners shall ensure that users of IT systems under their purview have
approved access requests prior to granting access to the systems.

4.1.3  Separation of Duties Policy

Separation of dutiesis designed to prevent asingle individual from being able to disrupt or
corrupt acritical security process. This separation is hecessary for adequate internal control of
sensitive I T systems.

HUD Policy

a. Program Offices/System Owners shall divide and separate duties and responsibilities of critical IT
system functions among different individuals to minimize the possibility that any one individual
would have the necessary authority or systems access to be able to engage in fraudulent or criminal
activity.

414  Training and Awareness

A key objective of an effective Information Security Program is to ensure that al employees and
contractors understand their roles and responsibilities and are adequately trained to perform
them. HUD cannot protect the confidentiality, integrity, and availability of itsIT systems and
the information they contain without the knowledge and active participation of its employees and
contractors in the implementation of sound security principles.

HUD Policy

a. The CISO shall establish an IT security awareness and training program in accordance with NIST
800 SP 800-50, Building an Information Technology Security Awareness and Training Program.
The program shall be consistent with CFR 930.301.
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b. Program Offices/System Owners shall establish additional system-specific security training for
sensitive systems under their purview, when necessary.

c. Program Offices/System Owners shall ensure that HUD personnel and contractors accessing HUD
IT systems receive initial training in security awareness and accepted security practices as part of
their orientation. They shall sign the rules of behavior and receive refresher training by May 31 of
each year.

d. Program Offices/System Owners shall ensure that HUD personnel and contractors with significant
security responsibilities (e.g., ISSOs and system administrators) receive annual specialized training
specific to their security responsibilities. The level of training shall be commensurate with the
individual's duties and responsibilities and promote a consistent understanding of the principles and
concepts of IT system security.

e. Program Offices shall maintain training records that include the individual names and positions,
types of training received, and cost of training.

f. Unless a waiver is granted by the CISO, user accounts and access privileges, including access to
email, will be disabled for those HUD employees who have not received annual refresher training.

g. Program Offices shall prepare and submit an IT Security Professional Training Plan to the CISO by
September 1 of each year.

h. Program Offices shall prepare and submit awareness and training statistics semiannually to the
CISO. These statistics shall include the (1) total number of personnel and the total number of
personnel who received awareness training and (2) total number of IT security personnel and the
total number who were trained.

415  Separation from Duty

This section addresses HUD' s policy for an employee or contractor who terminates employment
or transfers to another organization.

HUD Policy

a. Program Offices/System Owners shall implement procedures to ensure that system accesses are
revoked or reassigned when HUD or contractor employees either change their employer or are
reassigned to other duties. The procedures shall include:

« Exit interviews

» Process for returning all organizational information and system-related property (e.g., keys and ID
cards)

» Access by appropriate personnel to official records created by the terminated/transferred
employee/contractor that are stored on organizational information systems

» Formal notification to the facilities group or security officer

4.2 IT Physical Security

HUD security personnel and users must address physical security as an integral el ement in the
effective implementation of an Information Security Program. Physical security represents the
first line of defense against intruders and adversaries attempting to gain access to HUD facilities
and or information systems.
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421  General Physical Access

General physical access controls restrict the entry and exit of personnel from a protected area,
such as an office building, data center, or room containing IT equipment. They include the
protection of sensitive data and systems while in rest, as well as while away from the protection
of HUD facilities. These controls protect against threats associated with the physical
environment. It isimportant to review the effectiveness of general physical access controlsin
each area during business hours and at other times. Effectiveness depends not only on the
characteristics of the controls used but also on their implementation and operation.

Homeland Security Presidential Directive 12 mandates government-wide standard for secure and
reliable forms of identification issued by the federal government to its employees and contractors
(including contractor employees). Program Offices responsible for issuing ID badges at HUD
shall consult FIPS 201 and its attendant SP 800-73 and SP 800-76 for specific guidance.

HUD Policy

a. The facilities group or security officer shall ensure that access to HUD buildings, rooms, work areas,
and spaces is limited to authorized personnel. Controls shall be in place for deterring, detecting,
monitoring, restricting, and regulating access to specific areas at all times.

b. The facilities group or security officer shall ensure that all visitors sign in and out when entering and
leaving the facility. Visitor logs shall be reviewed at closeout, maintained on file, and available for
further review for one year. Contractors’ access shall be limited to those work areas requiring their
presence. Records of their ingress and egress shall also be maintained for one year. For systems
rated moderate or high, the maintenance and review of access logs shall use automated
mechanisms.

c. For systems rated moderate or high, the facilities group or security officer shall ensure that all
visitors are escorted.

d. For systems rated moderate or high, individuals within HUD shall employ appropriate security
controls at alternate work sites in accordance with NIST SP 800-46, Security for Telecommuting and
Broadband Communications. These individuals shall report security problems to HUD’s Computer
Security Incident Response Center (CSIRC).

e. Program Offices and users shall ensure that unattended laptops in offices are secured via a locking
cable, locked office, or a locked cabinet or desk.

4.2.2  Facilities Housing Information Technology Assets

Facilities supporting large-scale I T operations (e.g., enterprise servers and telecommunication
facilities) require additional environmental and physical controls as determined by arisk
anaysis.

Section 4.2.1 provides policies for both general physical access and sensitive facilities. For
facilities supporting large-scale I T operations, all of the following physical security controls aso
must be addressed. The risk assessment shall specifically document the rationale for not
incorporating any such physical security controls.

HUD Policy

a. The Deputy CIO for IT Operations shall ensure that facilities processing, transmitting, or storing
sensitive information incorporate physical protection measures. These facilities include data
centers, wiring closets, server rooms at non-HUD facilities, contractor facilities housing HUD IT
systems, and in some cases, areas designated as publicly accessible inside HUD facilities.
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b. The facilities group or security officer shall ensure that lists of personnel authorized to access these
facilities are current and shall issue appropriate credentials. Access shall be promptly removed for
personnel no longer needing it.

c. The Official responsible for approving initial access to these facilities shall review and approve
access lists and authorization credentials once a year.

d. The facilities group or security officer shall control all access points with physical access devices
and/or guards. Keys, combinations, and other access devices shall be secured and inventoried
every six months and changed any time the keys are lost, combinations are compromised, or
individuals are terminated or transferred.

e. The facilities group or security officer shall develop and implement procedures to ensure that only
authorized individuals can reenter the facility after emergency-related events.

f. For systems rated moderate or high, the Program Offices/System Owners shall ensure that physical
access to devices displaying information is controlled to prevent unauthorized disclosure.

g. The facilities group or security officer shall monitor physical access to detect and respond to
incidents. Logs shall be reviewed daily for apparent security violations or suspicious activities and
responded to accordingly. For systems rated moderate or high, the monitoring shall be in real-time
for intrusion alarms and surveillance equipment. For systems rated high, the monitoring shall use
automated mechanisms to recognize intrusions and to take appropriate action.

h. For systems rated moderate or high, the facilities group or security officer shall ensure that power
equipment and cabling are protected from damage and destruction.

i. For specific locations within a facility containing concentrations of information system resources
(e.g., data centers and server rooms), the facilities group or security officer shall provide for the
capability of shutting off power to any IT component that may be malfunctioning (e.g., due to an
electrical fire) or threatened (e.g., due to a water leak) without endangering personnel by requiring
them to approach the equipment.

j. For specific locations within a facility containing concentrations of information system resources
(e.g., data centers and server rooms), the facilities group or security officer shall maintain a
redundant air-cooling system.

k. The facilities group or security officer shall provide short-term UPS to facilitate an orderly shutdown
in the event of a primary power source loss.

I. The facilities group or security officer shall provide a long-term alternate power supply to maintain
minimal operational capability for systems rated moderate or high in the event of an extended loss
of the primary power source.

m. The facilities group or security officer shall provide automatic emergency lighting systems that
activate in the event of a power outage or disruption and cover emergency exits and evacuation
routes.

n. The facilities group or security officer shall provide fire suppression and detection devices/systems
that can be activated in the event of fire. The devices/systems shall include, but are not limited to:

» Sprinkler systems

» Handheld fire extinguishers
» Fixed fire hoses

* Smoke detectors

0. For systems rated moderate or high, the facilities group or security officer shall provide fire
suppression devices/systems that activate automatically in the event of fire.

p. For systems rated high, the facilities group or security officer shall provide fire suppression
devices/systems that automatically notify any activation to the organization and emergency
responders in the event of fire.
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g. The facilities group or security officer shall ensure that facilities containing information systems
monitor and maintain acceptable levels of temperature and humidity.

r. The facilities group or security officer shall ensure that the information systems contained in the
facility are protected from water damage resulting from broken plumbing lines or other sources of
water leakage by ensuring that master shutoff valves are accessible, working properly, and known
to key personnel. For systems rated high, the shutoff shall use automatic mechanisms in the event
of a significant water leak.

s. The facilities group or security officer shall ensure that the facility has procedures to control the
entering and exiting of information system-related items and maintains appropriate records.
Delivery and removal of these items shall be authorized by an appropriate HUD official. If possible,
the delivery area shall be separate from the system and media library area.

4.3 Media Controls

Information resides in many forms and can be stored in many different ways. Media controls are
protective measures specifically designed to safeguard electronic data and hardcopy information.
This policy addresses the protection, marking, sanitization, production input/output, and disposal
of media containing sensitive information. Media destruction and disposal should be
accomplished in an environmentally approved manner. The National Security Agency (NSA)
provides media destruction guidance at http://www.nsa.gov/ia/government/mdg.cfm.

Proper storage of hardcopy and magnetic media enhances protection against unauthorized
disclosure. There are additional security risks associated with the portability of removable
storage media. Loss, theft, or physical damage to disks and other removable media can
compromise the confidentiality, integrity, or availability of the data contained in these devices.

HUD Policy

a. Program Offices/System Owners shall establish procedures to ensure that sensitive information in
printed form or digital media cannot be accessed, removed, or stolen by unauthorized individuals.

b. Program Offices/System Owners and users shall ensure that all media containing sensitive
information rated moderate or high is appropriately marked with the sensitivity of the information
stored on the media. At a minimum, printed output that is not otherwise appropriately marked shall
have a cover sheet and digital media shall be labeled with the distribution limitations, handling
caveats, and applicable security markings, if any, of the information. Systems rated high shall use
an automated marking mechanism.

c. Program Offices/System Owners and users shall control access to and securely store all information
system media (i.e., both paper and digital) containing sensitive information rated moderate or high,
including backup and removable media, in a secure location when not in use.

The following policy statements apply only to media that contain information that has been rated
moderate or high.

d. Program Offices/System Owners shall ensure that any sensitive information stored on media that
will be surplused or returned to the manufacturer shall be purged from the media before disposal.

e. Disposal shall be performed using approved sanitization methods in accordance with
NIST SP 800-36, Guide to Selecting Information Security Products.

f. Program Offices/System Owners shall maintain records certifying that such sanitization was
performed.
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g. Program Offices/System Owners shall establish procedures to ensure that sensitive information
stored on any media is transferred to an authorized individual upon the termination or reassignment
of an employee or contractor.

h. Program Offices/System Owners shall ensure that sensitive information is purged from the hard
drives of any workstation or server returned to the equipment surplus pool or transferred to another
individual.

i. Program Offices/System Owners shall ensure that media (e.g., paper, diskettes, and removable disk
drives) containing sensitive information is destroyed in such a manner that all sensitive information
on that media cannot be recovered by ordinary means. Examples of appropriate methods are
crosscut shredders, degaussing, and approved disk-wiping software.

j. Program Offices/System Owners shall maintain records certifying that such destruction was
performed.

k. Program Offices/System Owners shall establish procedures to ensure that sensitive information in
printed form or digital media can only be picked up, received, transferred, or delivered to authorized
individuals.

The following policy statements apply only to media that contain information that has been rated high.

I. Program Offices/System Owners shall ensure that access to media storage areas is controlled
through guard stations or automated mechanisms that ensure only authorized access. All access
and access attempts shall be audited.

4.4 Data Communications

441  Telecommunications Protection Techniques

Extreme caution should be exercised when telecommunications protection techniques

(e.g., protective distribution systems) are being considered as alternatives to the use of
encryption. While such technologies may represent a lower-cost approach, they may not provide
an adequate level of protection.

The FIPS 199 security category (for integrity) of the information being transmitted should guide
the decision on the use of cryptographic mechanisms. NSTISSI No. 7003 contains guidance on
the use of Protective Distribution Systems.

HUD Policy

a. Program Offices/System Owners shall ensure that the integrity of the information in systems under
their purview is protected during transmission. For systems rated high, the system shall employ
cryptographic mechanisms to ensure recognition of changes to information during transmission,
unless adequately protected by alternative physical measures (e.g., protective distribution systems).

b. Program Offices/System Owners shall ensure that the confidentiality of the information in systems
under their purview is protected during transmission. For systems rated high, the system shall
employ cryptographic mechanisms to prevent unauthorized disclosure of information during
transmission, unless otherwise protected by adequately physical measures (e.g., protective
distribution systems).
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45 Wireless Communications

Wireless communications are inherently insecure. Program Offices/System Owners
implementing wireless capabilities must ensure that the transmission and storage of sensitive
information are protected from compromise.

45.1  Wireless Local Area Networks

HUD Policy

a. The CISO shall approve the implementation and use of all Wireless Local Area Networks (WLAN)
and wireless Access Points (AP) at a specified risk level and only after they have been certified
and accredited.

b. The Deputy CIO for IT Operations shall ensure that all WLANs and WAPs have been configured
in accordance with NIST SP 800-48, Wireless Network Security.

c. The Deputy CIO for IT Operations shall implement encryption and strong identification and
authentication (e.g., Extensible Authentication Protocol with Wi-Fi Access Protection (WAP) or
IEEE 802.11i) on WLANSs and APs that have been rated moderate or high.

d. The CISO shall scan for rogue access points on HUD’s network annually.

4.6 Hardware and Software

This section addresses the use and maintenance of computer equipment. It stresses the
importance of individual accountability in protecting these resources. Equipment security
encompasses workstations, |aptops, other mobile computing devices, personally-owned
equipment, and the maintenance of these items.

46.1 Workstations

All users must be instructed to log off or lock their workstations any time the workstations are
left unattended. As an added precaution, users should also use a password-protected screensaver.

HUD Policy

a. All users shall ensure that their unattended workstations are either logged off or locked, or that a
password-protected screensaver is used.

b. The Deputy CIO for IT Operations shall provide and implement password-protected screen savers
on all workstations owned/leased by HUD. The screen saver shall automatically lock the
workstation after ten minutes of inactivity. Program Offices/System Owners of systems rated
moderate to high shall require that contractors and business partners who connect to the systems
implement such a screen saver.

4.6.2  Copyrighted Software

Computer software purchased using HUD funds is HUD property and shall be protected as such.
Only licensed and approved operating systems and applications may be used on HUD
equipment.
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a.

Program Offices/System Owners shall ensure that users abide by copyright and contract
agreements related to HUD-provided software. For software and associated documentation
protected by quantity licenses, the Program Offices/System Owners shall use tracking systems to
control copying and distribution.

. Program Offices/System Owners that use peer-to-peer file sharing technology on their information

system shall control and monitor its use to ensure that this capability is not used for unauthorized
distribution, display, performance, or reproduction of copyrighted work.

4.6.3 User-Installed Software/Downloads

User-installed software, including downloaded software, can contain viruses and other types of
malicious code. In addition, such software can alter the HUD equipment configuration causing
malfunctions and costly support calls. Users should be warned about such risks and instructed to
refrain from installing any software on HUD equipment without proper approval.

HUD Policy

a.

Users shall not install any software on HUD-owned or leased equipment without prior written
approval from the Deputy CIO for IT Operations.

4.6.4  Personally-Owned Equipment and Software

Users shall not use personally owned equipment (e.g., |aptop computers or personal digital
devices[PDA]) or software to process, access, or store sensitive information. Such equipment
also includes plug-in and wireless peripherals (e.g., Blackberry) that may employ removable
media (e.g., CDs and DVDs), Universal Serial Bus (USB) flash (thumb) drives, external drives,
and diskettes.

HUD Policy

a. Users shall not use personally-owned equipment and software to process, access, or store

sensitive information without prior written approval from the Program Offices/System Owners.

b.

Employees and contractors shall not connect equipment not owned or leased by HUD-to-HUD
equipment or networks without prior written approval from the CISO.

. The written approval shall include a terms and conditions statement that addresses at a minimum:

(i) the types of applications that can be accessed from personally-owned information systems;
(ii) the maximum FIPS 199 security category of information that can processed, stored, and
transmitted; (iii) how other users of the personally-owned information system will be prevented
from accessing federal information; (iv) the use of virtual private network (VPN) and firewall
technologies; (v) the use of and protection against the vulnerabilities of wireless technologies;
(vi) the maintenance of adequate physical security controls; (vii) the use of virus and spyware
protection software; and (viii) how often the security capabilities of installed software are to be
updated (e.g., operating system and other software security patches, virus definitions, firewall
version updates, and spyware definitions).

4.6.5 Hardware and Software Maintenance

Program Offices/System Owners must be cognizant of the threats and vulnerabilities associated
with hardware or software maintenance on IT systems. System maintenance requires either
physical or logical accessto the system. One of the most common methods hackers use to break
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into systems is through maintenance accounts that still have factory-set or easily guessed
passwords. War-dialing techniques will also reveal maintenance ports that are not protected.

HUD Policy

a. Program Offices/System Owners shall confine access to system software and hardware to
authorized personnel.

b. The Deputy CIO for IT Operations shall ensure that routine preventive and regular maintenance
are performed on software and hardware according to manufacturer/vendor specifications and/or
organizational requirements. For systems that have been rated moderate or high a log shall be
maintained for such maintenance and include the following:

» Date and time of maintenance

» Name of individual performing the maintenance

» Name of escort, if necessary

» Description of maintenance performed

« A list of equipment removed or replaced (including identification numbers, if applicable).

For systems rated high, the Deputy CIO for IT Operations shall use an automated mechanism to
ensure that the maintenance is scheduled and conducted, as required.

c. The Deputy CIO for IT Operations shall ensure that an appropriate organizational official approves
the removal of the information system or its components from the facility when repairs are
necessary. The Deputy CIO for IT Operations shall ensure that the security features of the
system are checked to ensure proper functioning when it is returned.

d. The Deputy CIO for IT Operations shall ensure that appropriate organization officials approve,
control, and monitor the use of information system maintenance tools and maintain such tools on
an ongoing basis.

e. The Deputy CIO for IT Operations shall ensure that maintenance ports are disabled by default and
enabled only during maintenance.

f. The Deputy CIO for IT Operations shall ensure that the appropriate organizational officials
approve, control, and monitor remotely executed maintenance and diagnostic activities. The
Deputy CIO for IT Operations shall ensure that all sessions are terminated when remote
maintenance is completed. If password-based authentication is used, the Deputy CIO for IT
Operations shall ensure that passwords are changed following each maintenance service. For
high-impact systems, the Deputy CIO for IT Operations shall ensure that logs for such activities
are maintained and periodically reviewed.

g. The Deputy CIO for IT Operations shall ensure that only authorized individuals perform
maintenance on information systems. If maintenance personnel need access to organizational
information, they must be supervised by organizational personnel with authorized access to such
information.

h. The Deputy CIO for IT Operations shall identify critical components that support systems rated
moderate or high and ensure that maintenance support and parts are provided within 48 hours of
failure.

i. The Deputy CIO for IT Operations shall ensure that all default vendor or factory-set administrator
accounts and passwords shall be changed before installation or use on all systems owned or
operated on behalf of HUD.

j- Program Offices/System Owners of information systems that have been rated high shall address
the installation and use of remote diagnostic links in the system security plan.
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k. The Deputy CIO for IT Operations shall ensure that remote diagnostic or maintenance services for
information systems that have been rated high are only performed by a service or organization
that implements for its own information system the same level of security as that implemented on
the information system being serviced. If remote diagnostic or maintenance services are required
from a service or organization that does not implement for its own information system the same
level of security as that implemented on the system being serviced, the system being serviced is
sanitized and physically separated from other information systems prior to the connection of the
remote access line. If the information system cannot be sanitized (e.g., due to a system failure),
remote maintenance is not allowed.

4.6.6  Personal Use of Government Office Equipment and HUD Information
Systems/Computers
This section discusses HUD policies applicable to the personal use of government office

equipment and HUD information systems. Policies governing personal use may be contained in
several HUD management directives.

HUD Policy

a. HUD employees may use government office equipment and HUD information systems/computers
for authorized purposes only. “Authorized use” includes limited personal use of HUD email and
Internet services, so long as use does not interfere with official duties, cause degradation of
network services, or violate the rules of behavior.

b. Contractors and other non-HUD employees are not authorized to use government office
equipment or information systems/computers for personal use, unless limited personal use is
specifically permitted by the governing contract or Memorandum of Agreement (MOA).

4.7 General IT Security

This section provides guidance in the areas of incident reporting, contingency planning,
documentation, and backup procedures. It stresses the role of the user, aswell as the security
professional, in the implementation of the operational controls associated with these areas.

4.7.1  Security Incident and Violation Handling

Incidents can be accidental or malicious, can be caused by outside intruders or internal
employees, and can cause significant disruptions to mission-critical business processes. These
incidents can severely disrupt computer-supported operations, compromise the confidentiality of
sensitive information, and diminish the integrity of critical data.

To help combat the disruptive short- and long-term effects of security incidents, direction from
higher authority (e.g., OMB, FISMA, and Presidential directives) requires that each government
agency implement and maintain a security incident reporting and handling capability.

The HUD Security Incident Reporting and Handling Program requires participation by all
Program Offices/System Owners; thus, a CSIRC has been established. The CSIRC isthe focal
point for the implementation of HUD’ s incident response capability.
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a. The CISO shall establish and maintain a HUD CSIRC to prevent, detect, track, and respond to
information security incidents and alerts in accordance with NIST SP 800-61, Computer Security
Incident Handling Guide. Lessons learned from ongoing incident handling activities shall be
incorporated into the procedures and implemented accordingly. For systems rated moderate or high,
the CISO shall provide automated mechanisms to support the incident handling process.

b. Program Offices/System Owners of systems rated moderate or high shall ensure that security alerts,
advisories, Intrusion Detection System (IDS) alerts, and vulnerabilities identified during vulnerability
scans and penetration tests are tracked and responded to as security incidents.

c. The Deputy CIO for IT Operations shall test patches, service packs, and hot fixes for effectiveness and
potential side effects prior to installation in accordance with NIST SP 800-40, Procedures for Handling
Security Patches. The Deputy CIO for IT Operations shall use automated mechanisms that require no
user intervention to manage and install updates. The Deputy CIO for IT Operations shall employ an
automated mechanism to determine periodically and upon demand the state of information system
components with regard to flaw remediation.

d. The CSIRC, in conjunction with the Deputy CIO for IT Operations, shall provide a process to track and
document information system security incidents on an ongoing basis. For systems rated high, the
tracking of security incidents and the collection and analysis of incident information shall employ
automated mechanisms.

e. Program Offices/System Owners shall ensure that personnel with incident response responsibilities
receive training at least once a year. Incident response training for systems rated high shall
incorporate simulated events to facilitate effective response by personnel in a crisis and employ
automated mechanisms.

f. Program Offices/System Owners shall test the incident response capability for systems under their
purview rated moderate or high once a year and document the test results. For high-impact systems
the tests shall employ automated mechanisms.

g. ISSOs shall report significant computer security incidents to the CSIRC immediately upon identification
and validation of the incident occurrence.

h. 1ISSOs shall report all incidents to the CSIRC in a Weekly Incident Report.

i. The CSIRC shall report significant computer security incidents to appropriate authorities, including the
United States Computer Emergency Readiness Team (USCERT), upon identification and validation of
the incident occurrence. The CSIRC shall use automated mechanisms to assist in the reporting of
security incidents for systems rated moderate or high. The CSIRC shall report incident-related
information to OMB, as required by FISMA.

j- The CSIRC, in conjunction with the Deputy CIO for IT Operations, shall provide users of information
systems with support and assistance (e.g., help desk) for the handling and reporting of security
incidents. For systems rated moderate or high, the CSIRC and the Deputy CIO for IT Operations shall
employ automated mechanisms to increase the availability of incident response-related information and
support.

4.7.2 Documentation

Documentation of IT systemsinvolves the collection of detailed information, such as
functionality, system mission, unique personnel regquirements, type of data processed,
architectural design, system interfaces, system boundaries, hardware and software components,
system and network diagrams, asset costs, and system communications and facilities. This
information is part of the configuration baseline of the system.
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a. Program Offices/System Owners shall ensure that adequate documentation for the information
system and its constituent components is available, current, protected when required, and
distributed to authorized personnel. Documentation includes but is not limited to:

* C&A and SDLC documentation

» Vendor-supplied documentation of purchased software and hardware

* Network diagrams

» Application documentation for in-house applications

» System build and configuration documentation, which includes optimization of system security
settings, when applicable

» User manuals

« Standard operating procedures

For systems that have been rated moderate or high, the documentation shall describe the functional

properties of the security controls employed within the information system with sufficient detail to

permit analysis and testing of the controls. For systems that have been rated high, the
documentation shall describe the design and implementation details of the security controls
employed within the information system with sufficient detail to permit analysis and testing of the
controls, including functional interfaces among control components.

4.7.3  Information and Data Backup

Adhering to requirements regarding data backups can significantly reduce the risk that data will
be compromised or lost in the event of adisaster or other interruption of service. A Backup
Operations Plan should be included in the Contingency Plan.

The development of a data backup strategy begins early in the life cycle when the security
categorization of the systemisfirst considered. Several factors derived from the risk assessment
and documented in the Contingency Plan will drive the data backup strategy. Frequency of
backups will depend upon how often the data processed by the system(s) changes and how
important those changes are. The risk assessment will drive this element of the backup strategy.
Data backups need to be stored, both onsite and offsite, in a secure facility in fireproof and
waterproof containers.

HUD Policy

a. Program Offices/System Owners shall ensure that a backup strategy and procedures are
established, implemented, and tested in accordance with the Contingency Plan.

b. The Deputy CIO for IT Operations shall implement and enforce backup procedures for all
sensitive IT systems, data, and information. The backups shall include user-level and system-
level information.

c. The Deputy CIO for IT Operations shall store backups at a secure offsite location in accordance
with the Contingency Plan.

d. The Deputy CIO for IT Operations shall test backup information quarterly for systems rated
moderate and high.

e. The Deputy CIO for IT Operations shall test backup information as part of contingency planning
for systems rated high.

f. For systems rated high, the Deputy CIO for IT Operations shall store backup copies of the
operating system and other critical information systems software in a fire-rated container that is
not collocated with the operational software or in a separate facility.
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4.7.4  Input/Output Controls

Many security problems start with input validation issues. Information systems that fail to
validate input can introduce “buffer overflow” vulnerabilities that could be exploited by an
attacker. Checks for accuracy, completeness, and validity of information should be
accomplished as close to the point of origin as possible. Rulesfor checking the valid syntax of
information system inputs (e.g., character set, length, numerical range, and acceptable values)
should be in place to ensure that inputs match specified definitions for format and content.
Inputs passed to interpreters should be prescreened to ensure that the content is not
unintentionally interpreted as commands.

On the output side, the structure and content of error messages should be carefully considered by
the organization. User error messages generated by the information system should provide
timely and useful information to users without revealing information that could be exploited by
adversaries. System error messages should be revealed only to authorized personnel

(e.g., systems administrators and maintenance personnel). Sensitive information (e.g., account
numbers, social security numbers, and credit card numbers) should not be listed in error logs or
associated administrative messages.

HUD Policy

a. For systems rated moderate or high, the Program Offices/System Owners shall ensure that the
information system checks information inputs for accuracy, completeness, and validity.

b. For systems rated moderate or high, the Program Offices/System Owners shall ensure the
information system identifies and handles error conditions in an expeditious manner.
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5.0 TECHNICAL POLICIES

5.1 Identification and Authentication

Authentication is the process of establishing confidence in user identities electronically presented
to an information system. Individual authentication is the process of establishing an understood
level of confidence that an identifier refersto a specific individual. Authentication focuses on
confirming an individua’ s identity, based on the reliability of the individual’s credentials.

Authentication of user identities is accomplished using passwords, tokens, PKI certificates, key
cards, biometrics, or in the case of multifactor authentication, some combination therein.

FIPS 201 and its attendant SP 800-73 and SP 800-76 specify a personal identity verification
(PIV) card token for use in the unique identification and authentication of federal employees and
contractors. NIST SP 800-63 provides guidance on remote electronic authentication. When
information systems are accessed through local interfaces and contained within a controlled
environment with physical access controls, the risk of using passwords as opposed to other forms
of authentication, are somewhat mitigated. Thus, passwords that meet NIST SP 800-63 level 2
password requirements used locally in an environment with adequate physical access controls
can be used in FIPS 199/SP 800-53 moderate-impact systems.

HUD Policy

a. Program Offices/System Owners shall ensure that user access is controlled and limited based on
positive user identification and authentication mechanisms that support access control, least
privilege, and system integrity in accordance with FIPS 201, Personal Identity Verification for
Federal Employees and Contractors. For high-impact systems, the system shall employ
multifactor authentication mechanisms.

b. HUD users shall not share identification or authentication materials of any kind; nor shall any HUD
user allow any other person to operate any HUD system by employing the user’s identity.

c. All user authentication materials shall be treated as sensitive material and shall carry a level of
sensitivity as high as the most sensitive data to which that user is granted access using that
authenticator.

d. The system ISSO shall ensure that USERIDs are disabled after a period of inactivity of no more
than 90 days. For systems rated moderate to high, the system shall do this automatically.

e. Program Offices/System Owners shall ensure that user access is reviewed once a year.

5.1.1  E-Authentication

To successfully implement a government service electronically (or e-government), federal
agencies must determine the required level of assurance in the authentication for each
transaction. Thisisaccomplished through arisk assessment for each transaction.

The OMB has defined four levels of assurance in terms of the consequences for authentication
errors and misuse of credentials. NIST has published technical guidance for federal agenciesto
support the ability of individuals to remotely authenticate to afederal system at different
assurance levels.
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HUD Policy

a. Program Offices/System Owners of IT systems that require authentication controls over the
Internet between outside parties and HUD, the IT system shall utilize authentication mechanisms
in accordance with NIST SP 800-63, Electronic Authentication Guide.

b. Program Offices/System Owners shall at a minimum comply with the following authentication
requirements depending on system sensitivity in accordance with NIST SP 800-63:
» Low-impact systems must comply with the requirements for level 1 authentication systems
» Moderate-impact systems must comply with the requirements for level 2 authentication systems
» High-impact systems must comply with the requirements for level 3 authentication systems

5.1.2  Device and Application Authentication

Multi-tier systems can use middle- and back-end systems to connect to legacy systems and
databases. In certain situations, this connection takes place using a generic ID and password that
may contain full system privileges. Compromise of these |Ds/Passwords can result in system
misuse.

Networks that do not use device authentication are open to intrusions by attackers who have
access to their physical location. Shared media networks and dynamic protocols, like Dynamic
Host Configuration Protocol (DHCP), are susceptible to attacks from anyone with physical
access to a network connection (e.g., network wall outlet). The attacker can plug in the device
and start using it to capture packets of data or to start scanning the network for vulnerable
systems.

To ensure that only approved devices can connect to the network and that approved applications
can connect to back-end systems, the authenticators need to be protected from unauthorized
disclosure and use.

The information system typically uses either shared known information (e.g., Media Access
Control [MAC] or Transmission Control Protocol/Internet Protocol [TCP/IP] addresses), an
organizational authentication solution (e.g., |EEE 802.1x and Extensible Authentication Protocol
[EAP]), or a Radius server with EAP-Transport Layer Security (TLS) authentication to identify
and authenticate devices on local and/or wide area networks (WAN).

HUD Policy

a. Program Offices/System Owners must use an IT Security Office-approved procedure,
mechanism, or protocol to secure authenticators used for application, host, or device
authentication.

5.1.3 Passwords

A password is a secret that a claimant memorizes and uses to authenticate the claimant’ s identity.
Passwords are typically character strings.

Strong passwords have a minimum of eight alphanumeric characters with at least one uppercase
letter, one lowercase letter, one digit, and one specia character. Strong passwords do not have
common words or permutations of the user name.
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HUD Policy

a. In those systems where user identity is authenticated by password, the system ISSO shall
determine and enforce appropriate measures to ensure that strong passwords are used.

b. In those systems where user identity is authenticated by password, the system ISSO shall
determine and enforce the appropriate frequency for changing passwords; but in no case shall the
frequency be less often than every 90 days.

c. Users shall not share personal passwords.

d. Users shall select strong passwords and not reuse old passwords.

e. Use of group passwords shall be limited to situations dictated by operational necessity or those
critical for mission accomplishment. Use of a group USERID and password must be approved by
the appropriate Authorizing Official.

f. In those systems where user identity is authenticated by password, the system shall ensure that
users cannot reuse a password for at least eight iterations.

g. In those systems where user identity is authenticated by password, the system shall ensure that
passwords are not displayed when entered.

h. In those systems where user identity is authenticated by password, the system shall protect
passwords from unauthorized disclosure and modification when stored and transmitted.

i. System administrators shall replace all default passwords provided by the vendor.

j- Inthose systems where user identity is authenticated by password, the system ISSO shall
develop and implement administrative procedures for initial password distribution, for
lost/compromised passwords, and for revoking passwords.

The use of a password by more than one individua is discouraged throughout HUD; however, it
is recognized that in certain circumstances (e.g., operation of crisis management or operations
centers, watch teams, and other duty personnel) may require the use of group USERIDs and
passwords.

5.2 Access Control

Users are responsible for protecting all HUD information to which they are granted access.
Access controls restrict access to system objects, such asfiles, directories, and devices based
upon the identity of the user or the group to which the user belongs. The purpose of access
controlsisto protect against the unauthorized disclosure, modification, or destruction of the data
residing in these systems, as well as the applications themselves. Automated systems are
vulnerable to fraudulent or malicious activity by individuals who have the authority or capability
to access information not required to perform their job-related duties. Access control policy is
designed to reduce the risk of an individual acting alone from engaging in such fraudulent or
malicious behavior. The Principle of Least Privilege states that a user should only be able to
access the system resources needed to fulfill the user’s job responsibilities.

HUD Policy

a. Program Offices/System Owners shall ensure that their information systems implement access
control measures to provide protection from unauthorized alteration, loss, unavailability, or
disclosure of information.
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HUD Policy

b. Program Offices/System Owners shall ensure that their information systems rated moderate to
high, use an automated mechanism to support management of information system accounts. For
information systems rated high, the automated mechanism shall track account creation, disabling,
and termination to support audit of such actions and, as required, notify appropriate individuals.

c. Program Offices/System Owners shall ensure that access control follows the principle of least
privilege and separation of duties and shall require that a user use unique identifiers on a system.

d. ISSOs shall ensure that temporary and emergency accounts are properly authorized and
maintained. For systems rated high, these accounts shall be automatically disabled after 48
hours.

e. ISSOs shall ensure that guest/anonymous accounts are not used.

f. Program Offices/System Owners shall identify specific user actions, which can be performed on
the information system without identification and authentication. For systems rated moderate to
high, actions to be performed without identification and authentication will be permitted only to the
extent necessary to accomplish mission objectives.

5.2.1  Automatic Account Lockout

Program Offices/System Owners shall configure each IT system to lock any user account
immediately and automatically following a specified number of consecutive failed logon
attempts, in such away that:

e Aslong asthe account remains locked, no logon of any kind will be permitted to that
account, including the user to whom the account is assigned.

e The manual intervention of an appropriate security administrator is required to unlock the
account.

HUD Policy

a. Program Offices/System Owners shall ensure that their information systems implement and
enforce an account lockout policy that limits the number of consecutive failed logon attempts to
three within a thirty-minute period.

b. Program Offices/System Owners shall ensure their information systems are configured to lock out
a user account after three consecutive failed logon attempts.

5.2.2  Logon and Session Security

Program Offices/System Owners shall configure each IT system to deactivate any user session
immediately and automatically following a specified period of inactivity, in such away that will
require the user to re-authenticate the user’ sidentity before resuming interaction with the system.

Systems that provide the user at logon with information concerning the last connection and
possible unsuccessful attempts provide the agency with another layer of defense by enlisting
usersin identifying and reporting unusual activity.

Highly sensitive systems should limit the number of sessions that a user can have active to
prevent possible unauthorized disclosure, modification, and/or destruction of sensitive
information.
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HUD Policy

a. Program Offices/System Owners of systems that have been rated moderate or high shall ensure
their systems time out user sessions after ten minutes of inactivity.

b. For systems rated high, the Program Offices/System Owners shall ensure that the system does
not allow concurrent sessions.

5.2.3  Warning Banner

Successful prosecution of unauthorized access to HUD systems requires that users be notified
prior to their entry into the systems that the data in the system is owned by HUD and that
activities on the system are subject to monitoring. All multi-user computer systems will display
awarning message when a user attempts to access the system, and prior to actually logging into a
system, informing users that equipment is the property of the government, that the use of
government property is for the conduct of government business only, and that the use of
government equipment is subject to monitoring.

Privacy Laws have explicit requirements to notify users about HUD’ s privacy policy prior to
granting access to a system.

HUD Policy

a. The CISO shall provide a standard notification message for HUD systems that warns
unauthorized users that they have accessed a U.S. Government system and can be punished.
The wording shall also warn authorized users that they are subject to monitoring and recording
and that use of the system indicates consent to such monitoring and recording.

b. IT systems internal to the HUD network shall display a warning banner stipulated by the HUD
CISO and the Privacy Officer, when applicable. The warning banner shall require users to click
through, indicating acknowledgment, prior to granting access to the system.

c. IT systems accessible to the public shall provide both a security and privacy statement approved
by the CISO and the Privacy Officer at every entry point. The statement shall include a
description of the authorized uses of the system.

5.3 Audit and Accountability

Audit trails maintain arecord of system application and user activity. In conjunction with the
appropriate tools and procedures, audit trails can assist in detecting security violations,
performance problems, and application flaws.

Audit trails may be used as support for regular system operations or as a kind of insurance
policy, or both. Asan insurance policy, audit trails are maintained but are not used unless
needed (e.g., after a system outage or suspected compromise). Asasupport for operations, audit
trails are used to help system administrators ensure that the system or resources have not been
harmed by hackers, insiders, or technical problems.

Audit trails help accomplish several security-related objectives, including individual
accountability, event reconstruction, intrusion detection, and problem analysis.

Information systems that store or process personally identifiable information, personal health-
related information, or financial information have specific audit requirements under the Privacy
Act, Health Insurance Portability and Accountability Act, and the Sarbanes-Oxley Act.
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HUD Policy

a. Program Offices/System Owners shall ensure that audit trails are sufficient in detail to facilitate the
reconstruction of events if a system is compromised or if a malfunction occurs or is suspected.
Audit trails shall include auditable events as specified in the system security plan and be reviewed
accordingly. The audit trail shall contain at least the following information:

» Type of event
« Identity of the user, application, and device that triggered the event

e The component of the information system (e.g., software component and hardware component)
where the event occurred

» Time and date of the event
» Outcome (success or failure) of the event

For systems rated moderate to high, the audit function shall have the capability of providing more
detailed information for audit events identified by type, location, or subject. For systems rated high,
the system shall provide the capability for centralized management of audit records.

b. Program Offices/System Owners shall ensure that their audit trails and audit logs are protected
from unauthorized modification, access, or destruction while online and during offline storage.

c. Program Offices/System Owners shall ensure that audit logs are recorded and retained in
accordance with HUD records retention policies, but in no case shall the frequency be less than
once a year for systems rated moderate to high.

d. Program Offices/System Owners shall develop and implement a process to periodically review
audit records for inappropriate or unusual activity, investigate suspicious activity or suspected
violations, and report findings to the appropriate officials. For systems rated moderate or high, the
Program Offices/System Owners shall employ an automated mechanism to facilitate the review of
audit records. Audit records related to activities of users with significant information systems roles
and responsibilities shall be reviewed more frequently.

e. Program Offices/System Owners shall ensure that the system allocates sufficient audit record
storage capacity and configures auditing to prevent such capacity being exceeded.

f. Program Offices/System Owners shall ensure that the system alerts the appropriate officials in the
event of an audit failure or when audit capacity is close to being reached.

g. Program Offices/System Owners shall make a risk-based decision on which one of the following
actions the system should take in the event of an audit failure or when audit capacity is being
reached:

» Shutdown the system
» Overwrite the oldest audit records
» Stop generating audit records

h. Program Offices/System Owners of information systems that have been rated moderate or high
shall that utilize audit reduction, review, and reporting techniques while ensuring that original audit
records needed to support after-the-fact investigations are not altered. Program Offices/System
Owners of high-impact systems shall ensure the system provides the capability to automatically
process audit records for events of interest based upon selectable, even criteria.

i. Program Offices/System Owners shall use automated mechanisms to integrate their audit
procedures into HUD's incident response capability for systems rated moderate to high, which
provides for centralized audit monitoring, analysis, and reporting.

j. Program Offices/System Owners shall ensure that information systems under their purview
provide time stamps for use in audit record generation. The time stamps shall be generated using
internal information system clocks that are synchronized system wide.
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5.4 Network Security

54.1 Remote Access and Dial-In

Remote access controls are applicable to information systems other than public web servers or
systems specifically designed for public access. HUD restricts access achieved through dial-up
connections (e.g., limiting dial-up access based upon source of request) or protects against
unauthorized connections or subversion of authorized connections (e.g., using virtual private
network [V PN] technology). HUD permits remote access for privileged functions

(e.g., maintenance ports and system and device administration) only for compelling operational
needs and during emergencies.

HUD Policy

a. The Deputy CIO for IT Operations shall provide remote access mechanisms that are centrally
managed, monitored, and protected by strong authentication. The mechanisms shall have the
capability to provide strong cryptographic mechanisms for authentication and protection of
sensitive information during transmission. For access to systems rated moderate or high, the
session shall be encrypted and access shall be managed through a managed access control
point.

b. Program Offices/System Owners shall authorize and approve remote access methods for systems
under their purview. The remote access methods shall only use mechanisms authorized by the
Deputy CIO for IT Operations.

c. ISSOs shall authorize in writing users requiring remote access, including remote access for
privileged functions.

d. Remote access administrators shall not add users to remote access mechanisms without written
approval from the 1SSO.

54.2  Network Security Monitoring

The increasingly important role of automated information system networks in government has
fueled the need for more secure systems. Intrusion detection systems are gaining widespread
recognition as important tools that improve computer network security. Although firewalls have
traditionally been the first line of defense against would-be attackers, intrusion detection devices,
working with firewalls, are becoming more popular for network security.

HUD Policy

a. The CSIRC shall use automated tools and mechanisms to monitor HUD’s networks for security
events.

b. The CISO, in coordination with IT Operations, shall select and implement intrusion detection and
monitoring tools for HUD in accordance with NIST SP 800-31, Intrusion Detection Systems. The
tools shall be part of a system-wide intrusion detection system that uses common protocols and
supports near-real-time analysis of events in support of system-level attacks.

c. The CISO, in conjunction with the Deputy CIO for IT Operations, shall select and implement
vulnerability scanning tools and techniques to scan information systems for vulnerabilities every
month or when significant new vulnerabilities affecting HUD's infrastructure are identified and
reported on systems rated low and moderate. Systems rated high shall be scanned once a week.
For high-impact systems, the tools shall include the capability to update the list of vulnerabilities
scanned. The list shall be updated every six months or when significant new vulnerabilities
affecting the system are identified and reported.
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HUD Policy

d. The CISO, in conjunction with the Deputy CIO for IT Operations, shall perform annual penetration
testing on network components.

54.3  Network Connectivity

Within HUD, boundary protection of IT resources is accomplished by the installation and
operation of controlled interfaces (e.g., proxies, gateways, routers, firewall, and encrypted
tunnels). Controlled interfaces, when used in concert with a variety of additional security
controls (e.g., intrusion detection systems, personnel background checks, security guards, data
encryption, and physical security barriers), provide an added level of assurance that unauthorized
personnel will be unable to access departmental automated systems.

By tracking and controlling data, deciding whether to pass, drop, reject, or encrypt the data,
controlled interfaces have proven to be an effective means of securing a network.

HUD Policy

a. The Deputy CIO for IT Operations shall ensure that appropriate identification and authentication
controls, audit logging, and access controls are implemented on every network component.

b. Program Offices/System Owners shall ensure that interconnections between sensitive IT systems
under their purview and IT systems not controlled by HUD are established only through controlled
interfaces. The controlled interfaces shall be accredited at the highest security level of information
on the network.

c. The Deputy CIO for IT Operations shall ensure controlled interfaces are configured to prohibit any
protocol or service that is not explicitly permitted. For high-impact systems, the Deputy CIO for IT
Operations shall review and eliminate any unnecessary functions, ports, protocols, or services
once a year.

d. The Deputy CIO for IT Operations shall ensure that a failure of the controlled interfaces does not
result in any unauthorized release of information outside the information system boundary.

e. The Deputy CIO for IT Operations shall ensure that there is no public access to HUD's internal
networks except as appropriately mediated through a proxy server.

f. The Deputy CIO for IT Operations shall ensure that alternate processing sites provide the same
level of protection for network connections as the primary site.

g. The CISO shall establish connection criteria for allowing portable or mobile information systems
access to HUD'’s networks.

h. The Deputy CIO for IT Operations shall ensure that portable or mobile information systems are
not allowed access to HUD's networks without written approval and only after the devices meet
the connection criteria established by the CISO.

5.4.4  Internet Security

The Internet is an excellent medium to publish and transmit information, thus providing
substantial gainsin productivity. Sincethe Internet is an open network available to everyone,
including hackers and attackers, HUD must strike a balance that provides Internet connectivity to
its constituents while maintaining an appropriate level of security.
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HUD Policy

a. The Deputy CIO for IT Operations shall ensure that any direct connection of HUD networks to the
Internet or to extranets occurs through controlled interfaces that have been certified and
accredited.

b. The Deputy CIO for IT Operations shall ensure that publicly accessible information system
components (e.g., public web servers) reside on separate sub-networks with separate physical
network interfaces.

c. HUD employees or contractors shall not download or install mobile code (e.g., ActiveX or
JavaScript) that has not been approved by the CISO.

d. The Deputy CIO for IT Operations shall ensure that controlled interfaces protecting the network
perimeter filter certain types of packets to protect devices on an organization’s internal network
from being directly affected by denial of service attacks.

e. The Deputy CIO for IT Operations shall ensure that publicly accessible information systems
protect the integrity of the information and applications available to the public.

5.45  Personal Email Accounts

Personal email accounts often reside on insecure networks where they are subject to
compromise, interception, and computer viruses.

HUD Policy

a. HUD employees or contractors shall not transmit sensitive HUD information to any personal email
account that is not authorized to receive it.

b. HUD employees or contractors shall not access personal email accounts from internal HUD
networks or with HUD-provided equipment.

5.5 Cryptography

Encryption is the process of changing plaintext into ciphertext for the purpose of security or
privacy. There are two basic types of cryptography:

1. Secret key systems—also called symmetric systems
2. Public key systems—also called asymmetric systems

In secret key systems, the same key is used for both encryption and decryption; that is, all parties
participating in the communication share asingle key. In public key systems, there are two keys:
apublic key and aprivate key. The public key used for encryption is different from the private
key used for decryption. The two keys are mathematically related, but the private key cannot be
determined from the public key.

Refer to NIST SP 800-21, Guideline for Implementing Cryptography in the Federal Government,
for more in-depth information on cryptography.

A digital signature is an electronic analogue of awritten signature. The digital signature can be
used to prove to arecipient or third party that the originator did in fact sign the message (i.e., the
message originators cannot repudiate the message). Signature generation makes use of a private
key to generate adigital signature. Signature verification makes use of a public key that
corresponds to, but is not the same as, the private key. The security of adigital signature system
depends on maintaining the secrecy of users' private keys.
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Encryption can be used to do, but is not limited to, the following:

e Encrypt datawhile in storage (e.g., hard drives, diskettes, and tapes)

e Encrypt datawhile in transmission

e Encrypt individual filesfor transmission over an unsecured medium

e Encrypt email messages

e Guaranteethe integrity of afile or message, and detect any modifications
e Providethelegally binding equivalent of a hand signaturein digital form
e Support non-repudiation

e Support authentication, including strong authentication

e Support electronic financial transactions, including electronic funds transfers, automated
teller machine transactions, cash cards, gift cards, and credit cards

e Provide copyright protection (e.g., for DVDs)

55.1  Encryption

The FIPS 199 security category (for integrity and confidentiality) of the information being
transmitted should guide the decision on the use of cryptographic mechanisms.

HUD Policy

a. Program Offices/Systems Owners shall identify IT systems transmitting or storing sensitive
information that may require protection based on a risk assessment. If encryption is required, the
following methods are acceptable for encrypting sensitive information:

» Products using triple Data Encryption Standard (3DES) or Advanced Encryption Standard
(AES) algorithms that have been validated under FIPS 140-1 or FIPS 140-2. (All new systems
should use AES because it is expected that triple DES will be phased out.)

» Secure Sockets Layer Version 3.0 (SSL3.0) or Transport Layer Security Version 1.0 (TLS1.0)
» National Security Agency (NSA) Type 2 or Type 1 encryption
b. The CISO and Deputy CIO for IT Operations shall ensure cryptographic key establishment and

management is done in accordance with NIST SP 800-56, Recommendation on Key
Establishment Schemes, and NIST SP 800-57, Recommendation on Key Management.

c. Program Offices/Systems Owners of systems rated moderate or high shall use encryption to
implement the following controls:
* Remote access
» Wireless access
» Cryptographic module authentication
» Transmission integrity and confidentiality
d. Program Offices/System Owners and users shall ensure information rated moderate or high

residing on portable or mobile systems use FIPS 140-1 or 140-2-approved encryption to protect
information.

5.5.2  Public Key Infrastructure

A public key infrastructure (PKI) is an architecture that provides the meansto bind public keys
to their owners and helpsin the distribution of reliable public keys in large heterogeneous
networks. Public keys are bound to their owners by public key certificates. These certificates,
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which contain information such as the owner’ s name and the associated public key, are issued by
areliable certification authority (CA).

HUD Policy

a. The CISO, in conjunction with the Deputy CIO for IT Operations, shall select and implement a PKI
for HUD in accordance with NIST SP 800-32, Introduction to Public Key Technology and the
Federal PKI Infrastructure.

b. The CISO, in conjunction with the Deputy CIO for IT Operations, shall establish HUD’s root CA and
operate under an approved certificate policy and certificate practice statement. Any additional CAs
within HUD must be subordinate to the HUD root.

c. Program Offices wishing to establish their own CA shall request approval from the CISO, be a
subordinate to the HUD root, and operate under an approved certificate policy and certificate
practices statement.

d. The CISO shall cross-certify the HUD root CA with the Federal Bridge. The certificate policies and
practice statements of CAs subordinate to the HUD root must comply with the Federal Bridge
Certificate Policy.

e. The CISO shall perform a yearly compliance audit of the root CA and all subordinate CAs.

f. The CISO, in conjunction with the Deputy CIO for IT Operations, shall ensure that HUD’s PKI can
support the requirements for E-authentication in accordance with NIST SP-800-63, Electronic
Authentication Guideline: Recommendation of the National Institute of Standards and Technology.

g. The CISO, in conjunction with the Deputy CIO for IT Operations, shall ensure that HUD’s PKI can
support the requirements for personal identification verification in accordance with NIST FIPS 201,
Personal Identity Verification for Federal Employees and Contractors and Draft SP 800-73,
Integrated Circuit Card for Personal Identity Verification.

55.3  Public Key/Private Key

A public key/private key pair is generated using the PKI. The user retains the private key. The
issuing CA signsthe public key, creating a public key certificate. These certificates are used by
the PKI to validate a public key. Public key/private keys can be used in a public key
cryptographic system to encrypt data. They also can be used to create digital signatures.

HUD Policy

a. The CISO, in conjunction with the Deputy CIO for IT Operations, shall ensure separate
public/private key pairs are used for encryption and digital signature.

b. Users shall not disclose or allow the use of their private keys. If a user shares his or her private
key, the user is accountable for all transactions signed with the user’s private key.

c. Users shall be responsible for the security of their private keys.

5.6 Malicious Code Protection

Malicious code includes all and any programs (including macros and scripts) that are deliberately
coded to cause an unexpected, and unwanted, event on a user’ s workstation. Malicious code
includes viruses, worms, logic bombs, Trojan horses, web bugs, and in some cases “ spyware.”

Malicious code can be introduced severa ways (e.g., email, file downloads, and web surfing). It
can destroy the integrity and confidentiality of data and systems.
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a. The Deputy CIO for IT Operations shall implement a defense-in-depth strategy that:

« Installs and centrally manages antivirus software at each critical information entry point
(e.g., firewalls, email servers, and remote-access servers) and at each workstation, server, and
mobile computing device. The software shall be configured to check all files automatically on
access, downloads, and email.

* Installs updates to antivirus software and signature files at each critical information entry point
(e.g., firewalls, email servers, and remote-access servers) and at each workstation, server, and
mobile computing device promptly without requiring that end users specifically request the
update.

» Configures the software to prevent users from disabling it or modifying configuration settings.

* Installs security patches to servers and desktops promptly.

» Automatically forwards alerts generated by anti-virus software to HUD's intrusion detection
system.

b. The Deputy CIO for IT Operations shall implement appropriate file/protocol/content filtering to
protect data and networks against malicious code in accordance with HUD's Internet usage policy.

c. The Deputy CIO for IT Operations shall install and centrally manage spam and spyware protection
mechanisms at each critical information entry point (e.g., firewalls, email servers, and remote-
access servers) and at workstations, servers, and mobile computing devices connected to the
network. The mechanism shall have the capability for automatic updates.

5.7 Miscellaneous

The following section addresses security requirements that did not belong to any other
subcategory. Some of these requirements might apply to specific technologies. Examples of
such technologies include video and audio conferencing and V oice over Internet Protocol
(VolP).

HUD Palicy

a. Program Offices/System Owners of systems that have been rated moderate or high and use
collaborative computing resources, like audio and video conferencing and electronic white boards,
shall ensure that the collaborative computing resources cannot be activated remotely and provide
explicit indication of use to the local user.

b. Program Offices/System Owners wishing to use VOIP in information systems under their purview
must obtain approval from the CISO and Deputy CIO for IT Operations and follow the guidance in
NIST SP 800-58, Security Considerations for VolP Systems.
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APPENDIX A. SECURITY CONTROL MAPPINGS

Relationship of Security Controlsto Other Standardsand Control Sets

The first mapping table in this appendix provides organizations a general indication of SP 800-53
security control coverage with respect to other frequently referenced security control standards
and control sets.? The security control mappings are not exhaustive and are based on a broad
interpretation and general understanding of the control sets being compared. The mappings are
created by using the primary security topic identified in each of the SP 800-53 security controls
and searching for a similar security topic in the other referenced security control standards and
control sets. Security controls with similar functional meaning (e.g., SP 800-53, Contingency
Planning, and I SO/International Electrotechnical Commission [IEC] 17799, Business Continuity)
are included in the mapping table. 1n some instances, similar topics are addressed in the security
control sets but provide a different context, perspective, or scope (e.g., SP 800-53 addresses
privacy requirements in terms of privacy policy notification, whereas | SO/IEC 17799 addresses
privacy requirements in terms of legislation and regulations). Organizations are encouraged to
use the mapping table as a starting point for conducting further analysis and interpretation of
control similarity and associated coverage when comparing disparate control sets.

The second mapping table does the same type of mapping as the first table but it follows the
chronological order of the policy. In some instances, there is no mapping between HUD' s policy
and NIST SP 800-53. In these cases, the table will map to newer regulations or to best practices.

2 The Security Control Mapping table includes references to: (i) NIST SP 800-53, Contingency Planning; (ii)
ISO/IEC 17799:2000, Code of Practice for Information Security Management; (iii) NIST SP 800-26, Security Self-
Assessment Guide for Information Technology System; and (iv) GAO, Federal Information System Controls Audit
Manual. The numerical designations in the respective columns indicate the paragraph number(s) in the above
documents where the security controls, control objectives, or associated implementation guidance may be found.
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NIST 800-53 to HUD Information Technology Security Policy M apping

HUD Policy

Section
Number

Control Name

NIST
800-53

Control #

ISO/IEC
17799

NIST
800-26

GAO
FISCAM

Access Control
2:312& Access Control Policy and Procedures AC-1 gii 12 —_—
6.1.8
4.1.5a 15.1.1
5.1d AC-2 15.1.4 AC-2.1
5.1e Account Management AC-2 (1) 9.2.1 15.1.8 AC-2.2
5.2a AC-2 (3) 9.2.2 15.2.2 AC-3.2
5.2b AC-2 (4) 16.1.3 SP-4.1
5.2e 16.1.5
16.2.12
15.1.1
16.1.1
16.1.2
16.1.3
4.6.5a A d Inf tion Elow Control AC-3 gig 16.1.7 AC-2
5432 ccess and Information Flow Contro AC-3 (1) 9.4.8 16.1.9 AC-3.2
o 16.2.7
16.2.10
16.2.11
16.2.15
. 9.4.6
5.4.3b Information Flow Enforcement AC-4 948 —_— —_—
6.1.1
6.1.2
i:ic?’a Separation of Duties AC-5 8.1.4 165.12'.31 SD-1.2
16.1.2
17.1.5
31e N 16.1.2
5.2¢ Least Privilege AC-6 9.2.2 16.1.3 AC-3.2
17.1.5
5.2.1a
52 1b Unsuccessful Logon Attempts AC-7 95.2 15.1.14 AC-3.2
5.2.3a . 16.2.13
5.2.3b System Use Notification AC-8 9.5.2 AC-3.2
17.1.9
5.2.3c
Optional Previous Logon Notification AC-9 9.5.2 e AC-3.2
Control
5.2.2b Concurrent Session Control AC-10 —_— —_— —_—
jgig Session Lock AC-11 —_— 16.1.4 AC-3.2
. N 16.1.4
5.2.2a Session Termination AC-12 9.5.7 16.2.6 AC-3.2
7.1.10
N . AC-13 11.2.2 AC-4
5.3d Supervision and Review Access Control AC-13 (1) 9.24 16.1.10 AC-4.3
17.1.6 SS-2.2
17.1.7
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Section

Control Name

NIST
800-53

ISO/IEC

17799

NIST
800-26

GAO
FISCAM

Number Control #
Permitted Actions without Identification or AC-14
5.2f Authentication AC-14 (1) 16.2.12
4.3b Automated Marking AC-15 5.2.2 1862i46 AC-3.2
Optional | 5 omated Labeling AC-16 5.2.2 16.1.6 AC-3.2
Control
5.4.1a
5.4.1b Aé—cl-7lzl) 0.43 16.2.12
5.4.1c Remote Access e 16.2.4 AC-3.2
AC-17 (2) 9.4.4
5.4.1d AC-17 (3) 16.2.8
5.5.1c
4.5.1a
3212 Wireless Access Restrictions AC-18
451d AC-18 (2)—Optional Control AC-18 (1)
5.5.1c
5.5.1d .
5.4.39 Access Control for Portable and Mobile AC-19 9.5.1 7.3.1
5430 Systems AC-19 (1) 9.8.1 7.3.2
4.6.4a 7.2.5
4.6.4b Personally-Owned Information Systems AC-20 7.3.1 10.2.13 —_—
4.6.4c 9.8.1
Awareness and Training
4.1.4a Security Awareness and Training Policy AT-1 13
and Procedures
6.3.1
. 9.8.1 13.14
4.1.4c Security Awareness AT-2 1114 1315 e
12.1.4
422
6.2.1
4.1.4b . . 13.1
4.1 4c Security Training AT-3 6.3.1 1315 —_—
8.3.1
9.8.1
4.1.4e . -
4.1.4h Security Training Records AT-4 —_— 13.1.2 —_—
Audit and Accountability
5.3a Audit and Accountability Policy and AU-1 17
Procedures
5.3a . AU-2 17.1.1
5.3¢ ﬁ‘d‘f'ztigl)ej‘)’e{i‘;sn A Control AU2(1) | 1112 17.1.2 —
5.3 P AU-2 (2) 17.1.4
53a AU-3
5.3i Content of Audit Records AU-3 (1) 9.7.2 17.1.1 e
' AU-3 (2)
5.3e Audit Storage Capacity AU-4 9.7.2 —_— —_—
5.3f . . AU-5
5.3 Audit Processing AU-5 (1) 9.7.2 e
5.3d Audit Monitoring, Analysis, and Reporting AU-6 972 1711
5.3i AU-6 (2)—Optional Control AU-6 (1) o o
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HUD Policy NIST
. ISO/IEC GAO
Section Control Name 800-53
Number Control # LT A
. . . AU-7 17.1.2
5.3h Audit Reduction and Report Generation AU-7 (1) o 1717 —_—
5.3] Time Stamps AU-8 9.7.3 _— e
Protection of Audit Information 17.1.3
5.3b AU-9 (1)—Optional Control AU-9 1232 17.1.4
Optional L 15.1.2
Control Non-repudiation AU-10 10.3.4 1711 —_—
. . 10.7.1
5.3c Audit Retention AU-11 1213 17.1.4 e
Certification, Accreditation, and Security Assessments
3.10a
3.10b C&A and Security Assessment Policy and CA-1 2
3.10c Procedures 4 -
3.10d
2.1.1
. 2.1.2
3.10f Security Assessment CA-2 4.1.7 213 SP-5.1
2.1.4
11.1
3.2.9
3.10h Information System Connections CA-3 —_— 41.2 CC-2.1
4.1.8
12.2.3
3.2.3
3.25
3.10a . I 4.1.1
3.10b Security Certification CA-4 e 416 CC-2.1
11.2.8
12.25
1.2.3
3.10e Plan of Action and Milestones CA-5 — 221 SP'%lZSP'
4.2.1 '
3102 411
3.10b Security Accreditation CA-6 e 4' 1' 8 e
3.10c 12.2.5
. . 9.7.2
3.10g Continuous Monitoring CA-7 10.2.1 —_—
12.2.1
Configuration Management
3.8a
4.6.4b ) . .
4.65a Configuration Management Policy and CM-1 _ _ _
Procedures
4.6.5e
4.6.5i
11.1
CM-2 10.1.4 CC-2.3
3.8a Baseline Configuration CM-2 (1) e 10.2.7 CC-3.1
CM-2 (2) 10.2.8 SS-1.2
10.2.9
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HUD Policy NIST

. ISO/IEC NIST GAO
Section Control Name 800-53 17799 800-26 FISCAM
Number Control #

CM-3 8.12 1855 SS-3.2
3.8b Configuration Change Control CM-3 (1) 18:1 10.2.10 CC-2.2
o 10.2.11
1021 SS-3.1
3.8d Monitoring Configuration Changes CM-4 8.1.2 e SS-3.2
10.2.4
CC-2.1
6.1.3
CM-5 6.1.4 SD-1.1
3.8e Access Restrictions for Change CM-5 (1) —_— 10.1.1 SS-1.2
10.1.4 SS-2.1
10.1.5
3.8f ) . . CM-6
3.10g Configuration Settings CM-6 (1) e 10.2.6 e
. . CM-7
5.4.3c Least Functionality CM-7 (1) 9.4.2 10.3.1 —_—
Contingency Planning
36a Contingency Planning Policy and CP-1 311 9
Procedures
4.1.4
9.1.1
9.2
. CP-2 9.2.1 SC-3.1
3.6b Contingency Plan CcP-2 (1) 11.1.3 922 SC-11
9.2.3
9.2.10
12.1.8
3.6d . - CP-3 11.1.3
360 Contingency Training CcP-3 (1) 1114 9.3.2 SC-2.3
. . CP-4 (1) 4.1.4
3.6e Contingency Plan Testing CP-4 (2) 11.15 933 SC-3.1
. 9.3.1 SC-2.1
3.6¢ Contingency Plan Update CP-5 11.1.5 9.3.3
SC-3.1
10.2.12
CP-6 9.2.4
. CP-6 (1) 9.25 SC-2.1
3.6f Alternate Storage Sites CP-6 (2) 8.4.1 927 SC31
CP-6 (3) 9.2.9
CP-7 9.1.3
CP-7 (1) 9.2.4 sco1
3.69 Alternate Processing Sites CP-7 (2) 11.1.4 9.2.5 SC-3.1
CP-7 (3) 9.2.7 ’
CP-7 (4) 9.2.9
CP-8
3.6h CP-8 (1)
3'50 Telecommunications Services CP-8 (2) 11.1.4 —_— —_—
' CP-8 (3)
CP-8 (4)
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. ISO/IEC NIST GAO
Section Control Name 800-53
N Control # 17799 800-26 FISCAM
4.7.3a
j';'gz CP-9 (1) 9.2.6
. Information System Backup CP-9 (2) 8.4.1 9.2.9 SC-2.1
4.7.3d CP-9 (3) 12.1.9
4.7.3e o
4.7.3f
. Information System Recovery and CP-10
3.6i Reconstitution CP-10 (1) 11.4.1 9.2.8 SC-2.1
Identification and Authenticatio
51a Identification and Authentication Policy IA-1 11.23
and Procedures
5.1.1a User Identification and Authentication IAl-AZ-?l) 9.5.3 15.1 —_—
Device Authenticati d Applicati 9.4.4
512a evice Authentication and Application IA-3 951 16.2.7
Authentication 981
5.1a 12; AC-2.1
5.1b Identifier Management IA-4 9.5.3 16.1.5 AC-3.2
15.1.8 SP-4.1
5.1b
5.1.3a
5.1.3b
5.1.3c 1517
2122 15.1.10
5'1'3f Authenticator Management IA-5 —_— 15.1.11 AC-3.2
5'1'3 15.1.12
=29 15.1.13
5.1.3h
5.1.3i
5.1.3j
5.1.1b
5.1.3g Authenticator Feedback IA-6 —_— —_— —_—
5.1.1a
5.5.1c . .
5 5 of Cryptographic Module Authentication 1A-7 —_— 16.1.7 —_—
5.5.2g
Incident Response
4.7.1a Incident Response Policy and Procedures IR-1 311 14 —_—
IR-2
4.7.1e Incident Response Training IR-2 (1) 6.3.1 14.1.4 SP-3.4
IR-2 (2)
4.7.1f Incident Response Testin IR-3 —_— —_— —_—
- P 9 IR-3 (1)
IR-4 14.1.1
4.7.1a Incident Handling 8.1.3 14.1.2 SP-3.4
IR-4 (1) 14.1.6
. . IR-5
4.7.1d Incident Monitoring IR-5 (1) 8.1.3 14.1.3 —_—
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. ISO/IEC NIST GAO
Section Control Name 800-53 17799 800-26 FISCAM
Number Control #
14.1.1
4.7.1i IR-6 14.1.2
4.7.1g Incident Reporting IR-6 (1) 8.1.3 14.1.3 e
4.7.1h 14.2.1
14.2.3
4.7.1a . . IR-7 8.1.1
4.7.] Incident Response Assistance IR-7 (1) e 1411 SP-3.4
Maintenance
4.6.5b System Maintenance Policy and MA-1 8.1.1 10 _
Procedures
4.6.5b MA-2 10.1.1
4.6-50 Periodic Maintenance MA-2 (1) 7.24 10.1.3 SS-3.1
o MA-2 (2) 10.2.1
. 10.1.3
4.6.5d Maintenance Tools MA-3 —_— 1124 e
4.6.5f MA-4
4.6.5j Remote Maintenance MA-4 (1) 9.4.5 10.1.1 SS-3.1
4.6.5k MA-4 (2)
. 10.1.1
4.6.59 Maintenance Personnel MA-5 7.2.4 1013 SS-3.1
4.6.5h Timely Maintenance MA-6 e 9.1.2 SC-1.2
Media Protection
4.3a Media Protection Policy and Procedures MP-1 8.6.1 8 —_—
8.2.1
8.2.2
4.3a . MP-2
Media Access 8.6.1 8.2.3 —_—
43 MP-2 (1) 826
8.2.7
8.25
4.3b Media Labeling MP-3 e 8.2.6 e
10.2.9
7.1.4
. 8.6.3 8.2.1
4.3c Media Storage MP-4 1231 822 AC-3.1
8.2.9
4.3k Media Transport MP-5 8.7.2 8.2.2 e
8.2.4
4.3d 3.2.11
4.3e 3.2.12
4.3f Media Sanitization MP-6 8.6.1 3.2.13 AC-3.4
4.3h 8.2.8
4.3i 8.2.9
3.2.11
4.3i . . . 7.2.6 3.2.12
4.3 Media Destruction and Disposal MP-7 8.6.2 3213 AC-34
8.2.10
Physical and Environmental Protection
421a Physmal and Environmental Protection PE-1 7
Policy and Procedures
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. ISO/IEC NIST GAO
Section Control Name 800-53 17799 800-26 FISCAM
Number Control #
4.2.2b . s 7.1.1
4.2.9¢ Physical Access Authorizations PE-2 e 712 AC-3.1
4.2.2a 7.1.2 ;i;
4.2.2d Physical Access Control PE-3 o o AC-3.1
427 7.15 7.15
o 7.1.6
Optional Access Control for Transmission Medium PE-4 —_— 722 —_—
Control
4.2.2f Access Control for Display Medium PE-5 e 7.2.1 e
PE-6
4.2.29 Monitoring Physical Access PE-6 (1) 7.2.3 7.1.9 AC-4
PE-6 (2)
4.2.1b - PE-7
42 1c Visitor Control PE-7 (1) 7.1.2 7.1.7 AC-3.1
4.2.1b Access Logs PE-8 7.1.2 7.1.9 AC-4
2. g PE-8 (1) A A
Power Equipment and Cabling
4.2.2h PE-9 (1)—Optional Control PE-9 7.2.3 7.1.16 SC-2.2
4.2.2i Emergency Shutoff PE-10 7.2.2 —_— —_—
4.2.2k Emergency Power
4.2.2] PE-11 (2)—Optional Control PE-11 (1) 1.2.2 7.1.18 SC-2.2
4.2.2m Emergency Lighting PE-12 7.2.2 —_— —_—
4.2.2n PE-13
4.2.20 Fire Protection PE-13 (1) 7.2.1 7.1.12 SC-2.2
4.2.2p PE-13 (2)
- 7.1.14
4.2.2q Temperature and Humidity Controls PE-14 —_— 71.15 SC-2.2
4.2.2r Water Damage Protection PE-15 7.2.1 7.1.17 SC-2.2
4.2.2s Delivery and Removal PE-16 7.1.5 77i1'131 AC-3.1
4.2.1d Alternate Work Site PE-17 9.8.2 —_— —_—
Planning
3.1b Security Planning Policy and Procedures PL-1 —_— 5 —_—
3.1b System Security Plan PL-2 —_— gi; SP-2.1
3.1b System Security Plan Update PL-3 5.2.1 SP-2.1
4.1.1a
4.1.1b Rules of Behavior PL-4 —_— 41.3 e
4.1.1c
3.1d Privacy Impact Assessment PL-5 12.1.4 —_—
Personnel Security
3.1.1a Personnel Security Policy and Procedures PS-1 e 6 _—
4.1a Position Categorization PS-2 e gi; SD-1.2
41b 621
4.1c Personnel Screening PS-3 6.1.2 6.2.3 SP-4.1
4.1d 6.2.4
4.1.5a Personnel Termination PS-4 —_— 6.1.7 SP-4.1
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Section

Control Name

NIST
800-53

ISO/IEC

17799

NIST
800-26

GAO
FISCAM

Number Control #
4.1.5a Personnel Transfer PS-5 6.1.7 SP-4.1
4.1.1a
4.1.1b 6.15
4.1.1c Access Agreements PS-6 6.1.3 o SP-4.1
6.2.2
4.1.2a
4.1.2b
3.3a . .
334 Third-Party Personnel Security PS-7 4.2.2 6.2.2 SP-4.1
3.11a 6.3.5
3.11b Personnel Sanctions PS-8 e 6.1.5 e
9.2.1
3.11c
Risk Assessment
3.9a Risk Assessment Policy and Procedures RA-1 —_— 1 —_—
_ o 1.1.3 SP-1
3.1.1a Security Categorization RA-2 521 AC-1.1
3.11
AC-1.2
11.2
1.1.4
115
1.1.6
3.9a Risk Assessment RA-3 INTRO 1.2.1 SP-1
123
4.1.7
7.1.13
7.1.19
3.9b Risk Assessment Update RA-4 INTRO 1.1.2 SP-1
5 406 Vulnerability Scanning R}:-As-?l) L 10.3.2 L
RA-5 (3)—Optional Control RA-5 (2) 14.2.1
System and Services Acquisition
3.2a System and Services Acquisition Policy SA-1 _ 3 _
3.2b and Procedures
3.2a _ 3.1.2
Allocation of Resources SA-2 8.2.1 3.13 —_—
3.2b
3.15
2?; Life Cycle Support SA-3 e 3.1 e
3.1.6
3.2d 3.1.7
3.3a Acquisitions SA-4 10.1.1 3.1.9 —_—
3.3b 3.1.11
3.1.12
3.2.2
SA-5 3.2.3
4.7.2a Information System Documentation SA-5 (1) 8.6.4 3.24 CC-2.1
SA-5 (2) 3.2.8
12.1.6
jg;;; Software Usage Restrictions SA-6 12.1.2 ig;ig gizi
4.6.3a User Installed Software SA-7 10.4.1 10.2.10 SS-3.2
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Control Name

NIST
800-53

ISO/IEC

17799

NIST
800-26
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GAO
FISCAM

Number Control #
3.7b Security Design Principles SA-8 e 3.21 o
3.3b
3.3c Outsourced Information System Services SA-9 421 12.2.3 —_—
3.3d
) . 10.5.1
3.8h Developer Configuration Management SA-10 1052 CM-3
3.2.1
. . . 10.5.1 3.2.2
3.8i Developer Security Testing SA-11 105.2 1025 CM-3
12.15
System and Communications Protection
a4 System and Communications Policy and SC-1
Procedures
3.7c Application Partitioning SC-2 —_— e e
DOD Control | Security Function Isolation SC-3 —_— —_— e
Information Remnants
DOD Control | *Media sanitization is covered in SC-4 —_— 3.2.12 AC-3.4
Section 4.3
Denial of Service Protection
5.4.4d SC-5 (1) (2)—Optional Controls SC-5 813
DOD Control | Resource Priority SC-6 —_— 191'12'37 SC-1.3
54.3b 16.2.2
16.2.7
5.4.3d
5.4.3e SC-7 16.2.8
e Boundary Protection 9.4.6 16.2.9 AC-3.2
5.4.3f SC-7 (1)
16.2.10
5.4.4a
54.4b 16.2.11
o 16.2.14
11.2.1
4.4.1a o . SC-8 11.2.4
55.1c Transmission Integrity sc-8 (1) 8.7.3 11.2.9 AC-3.2
16.2.14
4.4.1b o ' . SC-9
55 1c Transmission Confidentiality SC-9 (1) e —_— e
5.2.2a Network Disconnect SC-10 —_— 16.2.6 AC-3.2
5.1.3h
Optional | Trusted Path SC-11 —_— —_— —_—
Control
5.5 1b Cryptographic Key Establishment and SC-12 1035 16.1.7
Management 16.1.8
. 16.1.7
5.5.1a Use of Validated Cryptography SC-13 —_— 16.1.8 —_—
5.4.4e Public Access Protections SC-14 8.7.6 16.3.1 e
5.7a Collaborative Computing SC-15 e
Optional Transmission of Security Parameters SC-16 5.2.2 16.1.6 AC-3.2
Control 8.7.1
5.2.2b Public Key Infrastructure Certificates SC-17 10.3.5 —_— —_—
5.4.4a Mobile Code SC-18 —_— —_— —_—
5.7b Voice Over Internet Protocol SC-19 —_— e
5-59 05/2005



2400.25, Rev. 1

HUD Policy NIST
. ISO/IEC GAO
Section Control Name 800-53
Number Control # LD RS
System and Information Integrity
4.7.1c . . .
System and Information Integrity Policy
5.6a SI-1 —_— 11. —_—
and Procedures
5.6b
10.3.2
Flaw Remediation SI-2 1111
4.7.1c SI-2 (1) (2)—Optional Controls but have SI-2 (1) 10.4.1 11.1.2 SS-2.2
been included in policy as a best practice SI-2 (2) 11.2.2
11.2.7
SI-3 11.1.1
5.6a Malicious Code Protection SI-3 (1) 8.3.1 11'1'2 e
SI-3 (2) o
4.7.1b Intrusion Detection Tools and Techniques Sl-4
5.4.2a SI-4 (1) (2)—Optional Controls but have Si-4 (1) 972 11.2.5
5.4.2b been included in policy as a best practice. Sla (2 o 11.2.6
5.6a Sl-4 (3) (4)—Optional Controls 4@
4.7.1b 14.1.1
o Security Alerts and Advisories SI-5 —_— 14.1.2 SP-3.4
5.6a
14.1.5
3.10g Security Functionality Verification SI-6 11.21 SS-22
4.7.1c SI-6 (2)—Optional Control SI-6 (1) 11.2.2 '
10.2.1 1121
3.8g Software and Information Integrity SI-7 10.2.2 e e
11.2.4
10.2.4
Spam and Spyware Protection SI-8
5.6¢ SI-8 (1) (2)—Optional Controls but have SI-8 (1) o e e
been included in policy as a best practice. SI-8 (2)
ji;g Information Input Restrictions SI-9 10.2.1 —_— SD-1
4.7 4a Information Input Accuracy, SI-10
o Completeness, and Validity SI-10 (1)
4.7.4b Error Handling SI-11 —_— —_— —_—
4.3a Information Output Handling and SI-12
4.3g Retention - -
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HUD
Policy

NIST
800-53
Control #

ISO/IEC NIST GAO

Control Name 17799 800-26 FISCAM

Section
Number

Management Policies
. . FISMA -2004
3.1a Basic Requirements e e e A3d e f
PL-1 o 5 o o
. . 5.1.1
3.1b Basic Requirements PL-2 —_— 512 SP-2.1 E—
PL-3 e 5.2.1 SP-2.1 e
. . Best Practice
3.1c Basic Requirements e e —_— NIST SP 800-18
3.1d Basic Requirements PL-5 12.1.4 —_— —_— —_—
16.1.2
3.1le Basic Requirements AC-6 9.2.2 16.1.3 AC-3.2 HIPPA
17.15
Information and 11.3 SP-1
3.1l.1a Information System RA-2 5.2.1 3'1'1 AC-1.1  —
Categorization - AC-1.2
Information and .
3.1.1b Information System —_— —_— —_— —_— BeFSILF;rzicgtéce
Categorization
SA-1 e 3 o o
Capital Planning and 3.1.2
3.2a
Investment Control SA-2 821 3.1.3 - -
3.15
SA-1 e 3 e
Capital Planning and 3.1.2
3.2b
Investment Control SA-2 8.2.1 3.1.3 e e
3.15
3.9¢ Capital Planning and FISMA-2004
’ Investment Control A.2.b,A3.4
3.9 Capital Planning and FISMA 2004
' Investment Control A.3.9
PS-7 422 6.2.2 SP-4.1 e
3.1.6
Contractors and 3.1.7
3.3a .
Outsourced Operations SA-4 10.1.1 3.1.9 _ e
3.1.11
3.1.12
3.1.6
3.1.7
3.3b Contractors and SA-4 10.1.1 3.1.9 —_— o
' Outsourced Operations 3.1.11
3.1.12
SA-9 42.1 12.2.3 o e
Contractors and
3.3c Outsourced Operations SA9 421 12.2.3 T T
FISMA-2004
Contractors and PS-7 4.2.2 6.2.2 SP-4.1
3.3d . A2.c,A3ab
Outsourced Operations
SA-9 421 12.2.3 o e
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Section 17799 800-26 FISCAM
Control #
Number
3.4a Performa_nce Measures Best Practice
and Metrics
3.4 Performa_nce Measures Best Practice
and Metrics
3.4c Performance Measures NIST SP 800-
’ and Metrics 35
3.5a Crltlcal_lnfrastructure PDD-63
Protection
350 Critical_lnfrastructure PDD-63
Protection
3.5c Critical Infrastructure CP-8 PDD-63
Protection
3.6a Inforr_nauon Techno_logy CP-1 311 9
Contingency Planning
414
9.1.1
9.2
3.6b Information Technology CP-2 1113 9.2.1 SC-3.1 FISMA-2004
’ Contingency Planning CP-2 (1) o 9.2.2 SC-1.1 A2d
9.2.3
9.2.10
12.1.8
Information Technology 9.3.1 SC-2.1
3.6¢ Contingency Planning CP-5 11.15 18'3'; SC-3.1
Information Technology CP-3 11.1.3 i
3.6d Contingency Planning CP-3 (1) 11.1.4 9.3.2 SC-23
CP-3 11.1.3 FISMA-2004
9.3.2 SC-2.3
3.66 Information Technology CP-3 (1) 11.14 A2e
’ Contingency Planning CP-4 (1) 4.1.4
CP-4 (2) 11.15 933 SC-3.1
CP-6 9.24
3.6f Information Technology CP-6 (1) 8.4.1 9.25 SC-2.1
' Contingency Planning CP-6 (2) o 9.2.7 SC-3.1
CP-6 (3) 9.2.9
CP-7 9.1.3
P-7 (1 2.4
3.6 Information Technology gp-7 EZ; 11.1.4 g o5 SC-2.1
9 Contingency Planning CP-7 (3) o 9'2'7 SC-3.1
CP-7 (4) 9.2.9
CP-8
. CP-8 (1)
son | flomeloneetoody | cra) | wia | — | — | —
CP-8 (3)
CP-8 (4)
. Information Technology CP-10 i
3.6i Contingency Planning CP-10 (1) 1141 9.28 SC-2.1 T
3.7a | System Development SA-3 S 31 - FISMA
Life Cycle
3.7b S_ystem Development SA-8 321
Life Cycle
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Polic ISO/IEC NIST
Section Control Name 800-53 17799 800-26
Number Control #
3.7¢ System Development SC-2 L L _ _
Life Cycle
CM-1 — — — —
1.1.1
3.8a Configuration CM-2 10.1.4 CC-2.3
Management CM-2 (1) —_ 10.2.7 CC-3.1 —_
CM-2 (2) 10.2.8 SS-1.2
10.2.9
812 10.2.2
3.8b Configuration CM-3 1041 10.2.3 SS-3.2 o
Management CM-3 (1) 1051 10.2.10 CC-2.2
- 10.2.11
3.8c Configuration —_— —_— —_— —_— Best Practice
Management
) . SS-3.1
3.8d ﬁ‘;ﬂg%‘gﬁtm CM-4 8.1.2 18'2'1 SS-3.2 —
- CC-21
6.1.3
. . 6.1.4 SD-1.1
3.8¢ hcﬂgrr‘]g%‘ggtg&‘ CI\C/IIE/;-E(Sl) — 10.1.1 SS-1.2 —
10.1.4 SS-2.1
10.1.5
Configuration CM-6 FISMA-2004
3.8f Management CM-6 (1) T 102.6 T D.1,D.2
) . 10.2.1
s | Goniaeen s7 | w2z | PR — | —
10.2.4 -
Configuration 10.5.1
3.8h Managgement SA-10 10.5.2 T cM-3 T
321
. Configuration 10.5.1 3.2.2
3.8 Managgement SA-11 10.5.2 10.2.5 CM-3 —
12.1.5
RA-1 JE— 1 - -
1.1.2
1.1.4
1.1.5
39 Risk Management and 1.1.6
.9a .
Risk Assessment RA-3 INTRO 1.2.1 SP-1
1.2.3
4.1.7
7.1.13
7.1.19
3.9b Risk Management and RA-4 INTRO 112 SP-1 —
Risk Assessment
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Section Control Name el 17799 800-26 FISCAM
Control #
Number

OMB guidance
OMB-04-04,
E-Authentication
Risk Management and Guidance for

3.9¢ Risk Assessment Federal

Agencies
FISMA-2004
A.3.h

CA-1 — — —

3.2.3
3.25
4.1.1
Certification and CA-4 T 4.1.6 cc-21 —
Accreditation 11.2.8

12.2.5
4.1.1
4.1.7

CA6 4.1.8

12.2.5

3.10a

CA-1 — — —

3.2.3
3.25
41.1
Certification and CA-4 T 416 cc-21 —
Accreditation 11.2.8
12.25

41.1

417
CA6 4.1.8

12.2.5

2 FISMA-2004
CA-L 4 A2.a

Certification and 4.1.1

Accreditation 4.1.7
CA6 418

12.2.5

Certification and 2
3.10d Accreditation CA-1 4

123

Certification and SP-5.1 SP-
3.10e Accreditation CA-5 ‘2131 5.2

211

Certification and
3.10f | Accreditation CA-2 417 2.1.2 SP-5.1 FISMA-2004

2.1.3 A2.c
SI-6 (1) (2)—TBD 2.1.4

3.10b

3.10c
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Section Control Name 800-53 17799 800-26
Control #
Number
9.7.2
Certification and oA 1221 .
3109 Accreditation CM-6 (1) — ﬂgi — —
SI-6 —_— 1122 SS-2.2 —_
1.1.1
. 3.29
3.10n | Certification and CA3 — 412 cc-2.1 —
Accreditation
4.1.8
12.2.3
. Certification and .
3.10i Accreditation —_— —_— —_— —_— HUD Policy
. Certification and .
3.10; Accreditation HUD Policy
Incidents, Violations, 6.3.5
3.11a and Disciplinary Action PS-8 9.2.1 6.15
Incidents, Violations, 6.3.5
3.11b and Disciplinary Action PS-8 9.2.1 6.1.5
Incidents, Violations, 6.3.5
3.11c and Disciplinary Action PS-8 9.2.1 6.15
Operational Policies
4.1a Personnel PS-2 —_— 611 SD-1.2 —_—
' 6.1.2 '
6.2.1
4.1b Personnel PS-3 6.1.2 g;g SP-4.1 —_
6.2.4
6.2.1
6.2.2
4.1c Personnel PS-3 6.1.2 6.23 SP-4.1 e
6.2.4
6.2.1
6.2.2
4.1d Personnel PS-3 6.1.2 6.2.3 SP-4.1 —_—
6.2.4
4.1e Personnel e e —_— HUD Policy
4.1f Personnel —_— —_— —_— —_— HUD Policy
PL-4 _ 41.3 N N
4.1.1a Rules of Behavior 6.1.5
PS-6 6.1.3 SP-4.1 —_
6.2.2
PL-4 —_— 4.1.3 —_— —_—
4.1.1b Rules of Behavior 6.1.5
PS-6 6.1.3 SP-4.1 —_
6.2.2
PL-4 —_ 4.1.3 — -
4.1.1c Rules of Behavior 6.1.5
PS-6 6.1.3 SP-4.1 —_
6.2.2
Access to Sensitive PS-6 6.13 6.22 SP-4.1 —
4.1.2a - 12.2.1
Information - - - -
SI-9 12992 SD-1

65 05/2005



2400.25, Rev. 1

e NIST
Pol|_cy Control Name 800-53 ISO/IEC NIST GAO
Section 17799 800-26 FISCAM
Number Control #
. PS-6 6.1.3 6.1.5 SP-4.1 e
4.1.2b Access tp Sensitive 6.2.2
Information 12.2.1
SI-9 1292 SD-1 —_—
6.1.1
6.1.2
i i 6.1.3 -
413a ggﬁ’gat'on of Duties AC-5 8.1.4 oyl SD-1.2 EF':’F')BE A3
16.1.2
17.15
4.1.4a Training and Awareness AT-1 —_— 13 —_— —_—
422
6.2.1 131
4.1.4b Training and Awareness AT-3 6.3.1 ) —_— —_—
831 13.15
9.8.1
422
6.2.1 13.1 FISMA-2004
AT-3 6.3.1 e
831 13.1.5 G.1.b
4.1.4c Training and Awareness 9.8.1
6.3.1
9.8.1 13.14
AT-2 11.1.4 13.1.5 T T
12.14
4.1.4d Training and Awareness AT-3 13.15 Flsgﬁiiom
- FISMA-2004
4.1.4e Training and Awareness AT-4 e 13.1.2 G.1b. d, e f
4.1.4f Training and Awareness AT-4 —_— —_— —_— HUD Policy
4.1.49g Training and Awareness —_— —_— —_— e Best Practice
- FISMA 2004
4.1.4h Training and Awareness AT-4 e 13.1.2 e G.la b, c d
6.1.8
15.1.1
15.14 AC-2.1
ﬁgg g; 9.2.1 15.1.8 AC-2.2 L
. 9.2.2 15.2.2 AC-3.2
4.1.5a Separation from Duty AC-2 (4) 16.1.3 Sp-41
16.1.5
16.2.12
PS-4 e 6.1.7 SP-4.1 e
PS-5 e 6.1.7 SP-4.1 e
General Physical PE-1
42.1a Access Y PE-3 T ! T T
PE-7
42.1b General Physical PE-7 (1) Tz T Ac-3d _
Access PE-8
PE-8 (1) 7.1.2 7.1.9 AC-4 e
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Control #
Number
General Physical PE-7
4.2.1c ACCESS PE-7 (1) 7.1.2 7.1.7 AC-3.1 —_—
4.21d General Physical PE-17 082
Access
4.2.1e General Physical e S S o Best Practice
Access
Facilities Housing 711
4.2.2a Information Technology PE-3 ;ié ;1; AC-3.1 e
Assets T o
7.1.6
Facilities Housing 711
4.2.2b Information Technology PE-2 e 7'1'2 AC-3.1 e
Assets o
Facilities Housing 711
4.2.2¢ Information Technology PE-2 e 7'1'2 AC-3.1 e
Assets o
Facilities Housing 711
4.2.2d Information Technology PE-3 ;ié ;1; AC-3.1 e
Assets T o
7.1.6
Facilities Housing r11
4.2.2e Information Technology PE-3 ;1; ;1; AC-3.1 e
Assets o o
7.1.6
Facilities Housing
4.2.2f Information Technology PE-5 —_— 7.2.1 —_— —_—
Assets
Facilities Housing PE-6
4.2.29 Information Technology PE-6 (1) 7.2.3 7.1.9 AC-4 —_—
Assets PE-6 (2)
Facilities Housing
4.2.2h Information Technology PE-9 7.2.3 7.1.16 SC-2.2 —_—
Assets
Facilities Housing
4.2.2i Information Technology PE-10 7.2.2 —_— —_— —_—
Assets
Facilities Housing
4.2.2 Information Technology e e e SC-2.2
Assets
Facilities Housing
4.2.2k Information Technology PE-11 (1) 7.2.2 7.1.18 SC-2.2 e
Assets
Facilities Housing :
4.2.2| Information Technology PE-11(1) 7.2.2 7.1.18 SC-2.2 —_—
Assets
Facilities Housing
4.2.2m Information Technology PE-12 7.2.2 —_— —_— —_—
Assets
Facilities Housing PE-13
4.2.2n Information Technology PE-13 (1) 7.2.1 7.1.12 SC-2.2  —
Assets PE-13 (2)
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Section 17799 800-26 FISCAM
Number Control #
Facilities Housing PE-13
4.2.20 Information Technology PE-13 (1) 7.2.1 7.1.12 SC-2.2
Assets PE-13 (2)
Facilities Housing PE-13
4.2.2p Information Technology PE-13 (1) 7.2.1 7.1.12 SC-2.2
Assets PE-13 (2)
Facilities_ Housing 71.14
4.2.2q Information Technology PE-14 —_— 7115 SC-2.2
Assets o
Facilities Housing
4.2.2r Information Technology PE-15 7.2.1 7.1.17 SC-2.2
Assets
Facilities_ Housing 713
4.2.2s Information Technology PE-16 7.15 7111 AC-3.1
Assets o
MP-1 8.6.1 8 e
8.2.1
MP-2 8.6.1 2'5'5 —
4.3a Media Controls MP-2 (1) o 8.2.6
8.2.7
10.7.3
Si12 12.2.4 e e
8.25
MP-3 —_— 8.2.6 —_—
4.3b Media Controls 10.2.9
8.2.4
AC-15 5.2.2 1616 AC-3.2
7.1.4
. 8.6.3 8.2.1
4.3c Media Controls MP-4 1231 822 AC-3.1
8.2.9
3.2.11
3.2.12
4.3d Media Controls MP-6 8.6.1 3.2.13 AC-3.4
8.2.8
8.2.9
3.2.11
3.2.12
4.3e Media Controls MP-6 8.6.1 3.2.13 AC-3.4
8.2.8
8.2.9
3.2.11
3.2.12
4.3f Media Controls MP-6 8.6.1 3.2.13 AC-3.4
8.2.8
8.2.9
. 10.7.3
4.3g Media Controls SI-12 1224 e e
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3.2.11
3.2.12
4.3h Media Controls MP-6 8.6.1 3.2.13 AC-3.4 —_—
8.2.8
8.2.9
3.2.11
3.2.12
MP-6 8.6.1 3.2.13 AC-3.4 _
8.2.8
4.3i Media Controls 8.2.9
3.2.11
7.2.6 3.2.12
MP-7 8.6.2 3.2.13 AC-3.4
8.2.10
3.2.11
. . 7.2.6 3.2.12
4.3] Media Controls MP-7 8.6.2 3213 AC-3.4 —_—
8.2.10
4.3k Media Controls MP-5 8.7.2 822 —_— —_—
8.2.4
8.2.1
8.2.2
4.3 Media Controls M'\é'_F;'%l) 8.6.1 8.2.3 — —
8.2.6
8.2.7
4.4 Data Communications SC-1 —_— e —_— —_—
11.2.1
Telecommunications SC-8 11.2.4
44.1a Protection Techniques SC-8 (1) 8.7.3 11.2.9 AC-3.2 -
16.2.14
4.41b Telecommunications SC-9
o Protection Techniques SC-9 (1)
451a Wireless Local Area AC-18
e Networks AC-18 (1)
451b Wireless Local Area AC-18
~ Networks AC-18 (1)
45 1c Wireless Local Area AC-18
" Networks AC-18 (1)
451d Wireless Local Area AC-18
" Networks AC-18 (1)
4.6.1a Workstations AC-11 —_— 16.1.4 AC-3.2 —_—
4.6.1b Workstations AC-11 —_— 16.1.4 AC-3.2 —_—
. 10.2.10 SS-3.2
4.6.2a Copyrighted Software SA-6 12.1.2 10213 Sp21 —_—
. 10.2.10 SS-3.2
4.6.2b Copyrighted Software SA-6 12.1.2 10213 Sp-21 —_—
463a | Userinstalled SA-7 10.4.1 10.2.10 SS-3.2 —
o Software/Downloads o o ’
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Number
Personally-Owned 7.25
4.6.4a Equipment and AC-20 7.3.1 10.2.13 —_— e
Software 9.8.1
7.25
Personally-Owned CM-1
4.6.4b Equipment and Software AC-20 ;gi 10.2.13
Personally-Owned 7.25
4.6.4c Equipment and AC-20 7.3.1 10.2.13 —_— e
Software 9.8.1
CM-1 _— _— _— .
15.1.1
16.1.1
16.1.2
16.1.3
Hardware and Software 9.2.4
4.6.5a . AC-3 16.1.7 AC-2 .
Maintenance
AC-3 (1) oy 16.1.9 AC-32 | DestPractice
o 16.2.7
16.2.10
16.2.11
16.2.15
MA-1 8.1.1 10 —_ —_—
4.65b Hardware and Software MA-2 10.1.1
o Maintenance MA-2 (1) 7.2.4 10.1.3 SS-3.1 Best Practice
MA-2 (2) 10.2.1
Hard d Soft MA-2 1011
4.6.5¢ ardware and software 7.2.4 10.1.3 SS-3.1 Best Practice
Maintenance MA-2 (1)
10.2.1
Hardware and Software 10.1.3
4.6.5d Maintenance MA-3 11.2.4
4.6 5 Har_dware and Software CM-1
Maintenance
Hardware and Software MA-4
4.6.5f Maintenance MA-4 (1) 9.4.5 10.1.1 SS-3.1 —_—
Hardware and Software 10.1.1
4.6.5¢9 Maintenance MA-5 7.2.4 1013 SS-3.1 —_—
465n | Hardware and Software MA-6 — 9.1.2 SC-1.2 —
Maintenance
4.6.5i Har_dware and Software CM-1
Maintenance
. Hardware and Software MA-4
4.6.5j Maintenance MA-4 (2) 9.4.5 10.1.1 SS-3.1 —_—
Hardware and Software MA-4
4.6.5k Maintenance MA-4(2) 9.4.5 10.1.1 SS-3.1 —_—
Personal Use of
Government Office
4.6.6a Equipment and HUD e e e _— Best Practice
Information
Systems/Computers
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Personal Use of
Government Office
4.6.6b Equipment and HUD e e e e Best Practice
Information
Systems/Computers
IR-14 3.1.1 14 —_— —_—
1411
471a Security Incident and IRI-F:41 8.1.3 14.1.2 SP-3.4 F'S'\éq'zoo“
o Violation Handling @ 14.1.6 -8
IR-7 8.1.1
IR-7 (1) 14.1.1 SP-3.4
Sl-4
Sl-4 (1) 9.7.2 1125 S S
. . 11.2.6
Security Incident and SI-4(2)
4.7.1b . . .
Violation Handling 14.1.1
SI-5 e 14.1.2 SP-3.4
14.1.5
SI-1 S 11. S S
11.2.1
SI-6(1) e 1122 SS-2.2 _
Security Incident and 10.3.2
4.7.1c . . .
Violation Handling S|-2 11.1.1
SI-2 (1) 104.1 11.1.2 SS-2.2 —_—
SI-2 (2) 11.2.2
11.2.7
. . FISMA-2004
47.1d | Security Incident and IR-5 8.1.3 14.1.3 S F.la b, c
Violation Handling IR-5 (1)
F.2.c
Security Incident and IR-2
4.7.1e V%‘f;{i'oﬁl E‘;ngﬁ‘n an IR-2 (1) 6.3.1 14.1.4 SP-3.4 —
9 IR-2 (2)
4.7 1f Security Incident and IR-3
o Violation Handling IR-3 (1)
1411
14.1.2
Security Incident and IR-6
4.7.1g . . . 8.1.3 14.1.3 —_— —_—
Violation Handling IR-6 (1) 1421
14.2.3
1411
. . 14.1.2 FISMA 2004
47.1h | Securlty incident and IRIi-E(Sl) 8.1.3 14.1.3 — E.Lb, ¢
g 14.2.1 F.lb, c
14.2.3
1411
. . 14.1.2
| e | e | e | ez | — | —
g 14.2.1
14.2.3
. Security Incident and IR-7 8.1.1
4711 Violation Handling IR-7 (1) 14.1.1 SP-3.4
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3.2.2
Documentation SA-5 3.2.3
4.7.2a (Manuals and Network SA-5 (1) 8.6.4 3.24 Ccc-2.1
Diagrams) SA-5 (2) 3.2.8
12.16
. CP-9 (1) 926
473a 'E?;?:LTS“O” and Data CP-9 (2) 8.4.1 9.2.9 sc-2.1 —
CP-9 (3) 12.1.9
. CP-9 (1) 926
4.7.3b g‘;‘erSat'O” and Data CP-9 (2) 8.4.1 9.2.9 sc-2.1 —
P CcP-9 (3) 12.1.9
. CP-9 (1) 926
4.7.3c g‘;‘éL'Sat'O“ and Data CP-9 (2) 8.4.1 9.2.9 sc-2.1 —
P CP-9 (3) 12.1.9
. CP-9 (1) 926
4.7.3d 'B”;‘é[('ﬂa"o” and Data CP-9 (2) 8.4.1 9.2.9 sc-2.1 S
P CP-9 (3) 12.1.9
. CP-9 (1) 926
47.3e 'E?;‘;Lrﬂa“o” and Data CP-9 (2) 8.4.1 9.2.9 sc2.1 —
P CP-9 (3) 12.1.9
. CP-9 (1) 926
4.7.3f 'E?;‘;Lrﬂa“o” and Data CP-9 (2) 8.4.1 9.2.9 sc-2.1 —
P CP-9 (3) 12.1.9
4.7.4a Input/Output Controls SI-10 — — — —
- P P SI-10 (1)
4.7.4b Input/Output Controls SI-11 —_— —_— —_— —_—
Technical Policies
51T s
IA-4 9.5.3 o AC-3.2 —
_ 16.1.5
Identification and SP-4.1
5.1a atiol 15.1.8
Authentication A2
e 953 15.1 _— —
IA-1 — 1123 — —
e vy
IA-4 9.5.3 o AC-3.2 _—
16.1.5 P
Identification and 1518 -
5.1b Authentication 15.1.7
15.1.10
IA5 — 15.1.11 AC-3.2 _—
15.1.12
15.1.13
Identification and .
5.1c Authentication e Best Practice
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ALID NIST

Policy ISO/IEC NIST GAO

Section Control Name el 17799 800-26 FISCAM
Control #
Number

6.1.8
15.1.1
15.1.4 AC-2.1
ﬁg:é 8 9.21 15.1.8 AC-2.2 L
AC-2 (4) 9.2.2 15.2.2 AC-3.2
16.1.3 SP-4.1
16.1.5
16.2.12
6.1.8
15.1.1
15.1.4 AC-2.1
5 1e Identification and ﬁg:g g; 9.21 15.1.8 AC-2.2 L
Authentication AC-2 (4) 9.2.2 15.2.2 AC-3.2
16.1.3 SP-4.1
16.1.5
16.2.12

IA-2 9.5.3 151 e OMB-04-04
IA-7 —_— 16.1.7 —_— —_—

5.1.1b E-Authentication IA-5 —_— —_— e OMB-04-04

9.44
IA-3 9.5.1 16.2.7 e e
9.8.1

Identification and

5.1d Authentication

5.1.1a E-Authentication

Device and Application

512a Authentication

15.1.7
15.1.10
5.1.3a Passwords 1A-5 o 15.1.11 AC-3.2 _
15.1.12
15.1.13

15.1.7
15.1.10
5.1.3b Passwords IA-5 —_— 15.1.11 AC-3.2 —_—
15.1.12
15.1.13

15.1.7
15.1.10
5.1.3c Passwords IA-5 —_— 15.1.11 AC-3.2 —_—
15.1.12
15.1.13

15.1.7
15.1.10
5.1.3d Passwords IA-5 —_— 15.1.11 AC-3.2 —_—
15.1.12
15.1.13

15.1.7
15.1.10
5.1.3e Passwords IA-5 —_— 15.1.11 AC-3.2 Best Practice
15.1.12
15.1.13
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ALID NIST

Policy ISO/IEC NIST

Section Control Name 800-53 17799 800-26
Control #
Number

15.1.7
15.1.10
5.1.3f Passwords IA-5 —_— 15.1.11 AC-3.2 —_—
15.1.12
15.1.13

15.1.7
15.1.10
1A-5 E— 15.1.11 AC-3.2  —
15.1.12
15.1.13

IA-6 — — — —

15.1.7
15.1.10
IA-5 —_— 15.1.11 AC-3.2 —_—
15.1.12
15.1.13
SC-11 —_— 16.2.7 —_— —_—

15.1.7
15.1.10
5.1.3i Passwords IA-5 e 15.1.11 AC-3.2 _
15.1.12
15.1.13

15.1.7
15.1.10
5.1.3j Passwords IA-5 —_— 15.1.11 AC-3.2 —_—
15.1.12
15.1.13
9.1.1 15
AC-1 9.4.1 16 T T

6.1.8
15.1.1

5.2a Access Control AC-2 (1) 021 121; ﬁg;;

AC-2 (3) —
AC-2 (4 9.2.2 15.2.2 AC-3.2

16.1.3 SP-4.1
16.1.5
16.2.12
6.1.8
15.1.1
15.1.4 AC-2.1

AC-2 (1)

5.2b Access Control AC-2 (3) Z;; ig;g 22;; S
AC-2(4) 16.1.3 SP-4.1
16.1.5
16.2.12

5.1.3g Passwords

5.1.3h Passwords
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HUD
. ISR
Policy ISO/IEC NIST
Section Control Name 800-53 17799 800-26
Control #
Number
6.1.1
6.1.2
6.1.3
AC-5 8.1.4 1591 SD-1.2 _—
5.2¢c Access Control 16.1.2
17.1.5
16.1.2
AC-6 9.2.2 16.1.3 AC-3.2 _
17.1.5
AC-2
5.2d Access Control AC-2 (2) —_— —_— —_— —_—
6.1.8
15.1.1
15.1.4 AC-2.1
AC-2 (1)
9.2.1 15.1.8 AC-2.2
5.2e Access Control 22; 8; 929 1522 AC-3.2 —_—
16.1.3 SP-4.1
16.1.5
16.2.12
5.2f Access Control AC-14 —_— 16.2.12 e —_
521a | Automatic Account AC-7 9.5.2 15.1.14 AC-3.2 —

Lockout
521p | Automatic Account AC-7 9.5.2 15.1.14 AC-3.2 —

Lockout

. 16.1.4
5222 Logon and Session AC-12 9.5.7 16.2.6 AC-3.2 e
Security
SC-10 —_ 16.2.6 AC-3.2 —_

Logon and Session AC-10 — — — —
5.2.2b )

Security SC-17 10.3.5 — — —
5.2.3a Warning Banner AC-8 9.5.2 1167'21'193 AC-3.2 —_—
5.2.3b Warning Banner AC-8 9.5.2 1167'21'193 AC-3.2 —_—
5.2.3c Warning Banner AC-8 9.5.2 16.2.13 AC-3.2 _—

17.1.9
Audit and Accountability
AU-1 —_— 17 —_— —_
17.1.1
ACPZ'%D 11.1.2 17.1.2 — —
5.3a Audit and Accountability 17.1.4
AU-3
AU-3 (1) 9.7.2 17.1.1 —_— —_—
AU-3 (2)
. . 17.1.3
5.3b Audit and Accountability AU-9 12.3.2 _— e
17.1.4
. . 10.7.1
5.3c Audit and Accountability AU-11 1213 17.1.4 —_— —_—
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i NIST
Policy Control Name 800-53 ISO/IEC NIST GAO
Section 17799 800-26 FISCAM
Control #
Number
7.1.10
11.2.2 AC-4
Aéi-e,lﬁl) 9.2.4 16.1.10 AC-4.3 —
5.3d Audit and Accountability 17.1.6 SS-2.2
17.1.7
AU-6
AU-6 (1) 9.7.2 17.11 —_— —_—
5.3e Audit and Accountability AU-4 9.7.2 —_— —_— —_—
. . AU-5
5.3f Audit and Accountability AU-5 (1) 9.7.2 e e e
5.3g Audit and Accountability AU-5 9.7.2 —_— —_— —_—
. . AU-7 17.1.2
5.3h Audit and Accountability AU-7 (1) —_— 1717 —_— —_—
17.11
AU-2 11.1.2 17.1.2 — —
AU-2 (1) 17.1.4
5.3i Audit and Accountability —
AU-3
AU-3 (1) 9.7.2 17.1.1 — —
AU-3 (2)
5.3j Audit and Accountability AU-8 9.7.3 e — —
AC-17
16.2.12
Remote Access and AC-17 (1) 9.4.3
>412 | piglin AC-17 (2) 9.4.4 12'5'3 AC-3.2 _
AC-17 (3) -
AC-17
16.2.12
Remote Access and AC-17 (1) 9.4.3
54.1b Dial-In AC-17 (2) 9.4.4 122; AC-3.2
AC-17 (3) -
AC-17
16.2.12
Remote Access and AC-17 (1) 9.4.3
>41¢ | pialn AC-17 (2) 9.4.4 o AC-32 —
AC-17 (3) -
AC-17
16.2.12
Remote Access and AC-17 (1) 9.4.3
>4.1d | pigkin AC-17 (2) 9.4.4 12'5'3 AC32 -
AC-17 (3) <
Network Securit Sl 11.2.5
5.4.2a Mf)r‘]"i’grin ecurtty SI-4 (1) 9.7.2 1126 — —
g SI-4 (2) 2
Network Securit Sl 11.2.5
5.4.2b Mf)r‘]"i’grin ecurtty SI-4 (1) 9.7.2 1126 — —
g SI-4 (2) 2
Network Security 10.3.2 FISMA-2004
54.2c Monitoring RA-S 14.2.1 E.2.a
542 NetV\_/orI_< Security NIST SP 800-
Monitoring 42
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Section
Number

5.4.3a

Control Name

Network Connectivity

ISR
800-53
Control #

AC-3
AC-3 (1)

ISO/IEC
17799

9.24
9.4.6
9.4.8

NIST
800-26

1511
16.1.1
16.1.2
16.1.3
16.1.7
16.1.9
16.2.7
16.2.10
16.2.11
16.2.15

AC-2
AC-3.2

2400.25, Rev. 1

AC-1

9.11
9.4.1

15
16

5.4.3b

Network Connectivity

sc-7
SC-7 (1)

9.4.6

16.2.2
16.2.7
16.2.8
16.2.9
16.2.10
16.2.11
16.2.14

AC-3.2

AC-4

9.4.6
9.4.8

5.4.3c

Network Connectivity

CM-7
CM-7 (1)

9.4.2

10.3.1

5.4.3d

Network Connectivity

sc-7
SC-7 (1)

9.4.6

16.2.2
16.2.7
16.2.8
16.2.9
16.2.10
16.2.11
16.2.14

AC-3.2

5.4.3e

Network Connectivity

sc-7
SC-7 (1)

9.4.6

16.2.2
16.2.7
16.2.8
16.2.9
16.2.10
16.2.11
16.2.14

AC-3.2

5.4.3f

Network Connectivity

sc-7
SC-7 (1)

9.4.6

16.2.2
16.2.7
16.2.8
16.2.9
16.2.10
16.2.11
16.2.14

AC-3.2

5.4.3g

Network Connectivity

AC-19

9.5.1
9.8.1

7.3.1
7.3.2

5.4.3h

Network Connectivity

AC-19

9.5.1
9.8.1

7.3.1
7.3.2
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i NIST
oo | convoiname | aose | OIS | MST
Number Control #
SC-18 —_— —_— —_— —_—
16.2.2
16.2.7
5.4.4a Internet Security SC.7 16.2.8
SC-7 (1) 9.4.6 16.2.9 AC-3.2
16.2.10
16.2.11
16.2.14
16.2.2
16.2.7
. SC.7 16.2.8
5.4.4b Internet Security SC-7 (1) 9.4.6 16.2.9 AC-3.2 —_—
16.2.10
16.2.11
16.2.14
5.4.4c Internet Security SC-18 e —_— e —_—
5.4.4d Internet Security SC-5 8.1.3 e —_— —_—
5.4.4e Internet Security SC-14 8.7.6 16.3.1 —_—
5.4.5a Personal Email Accounts —_— —_— —_— —_— Best Practice
5.4.5b Personal Email Accounts e e e e HUD Policy
FIPS 46-3
5.5.1a Encryption SC-13 e 121; e FIPS 140-2
" FIPS 197
. 16.1.7
5.5.1b Encryption SC-12 10.3.5 16.18 —_— —_—
AC-L7 16.2.12
AC-17 (1) 943
AC-17 (2) 9.4.4 12:;:3 AC-32 T
AC-17 (3)
SC-9
SC-9 (1) T T T T
5.5.1c Encryption 11.2.1
SC-8 11.2.4
SC-8 (1) 8.7.3 1129 AC-3.2 —_—
16.2.14
IA-7  — 16.1.7  —  —
AC-18
AC-18 (1) T T T T
. 9.5.1 7.3.1
5.5.1d Encryption AC-19 (1) 98.1 739 —_— —_—
5.5.2a Public Key Infrastructure —_— —_— —_— —_— Best Practice
5.5.2b Public Key Infrastructure SC-17 e e _— —_—
5.5.2¢ Public Key Infrastructure SC-17 —_— —_— —_— —_—
5.5.2d Public Key Infrastructure —_— e e e Best Practice
5.5.2e Public Key Infrastructure —_— —_— —_— —_— Best Practice
. OMB
5.5.2f Public Key Infrastructure IA-7 —_— 16.1.7 —_— GPEA
5.5.2¢g Public Key Infrastructure IA-7 —_— 16.1.7 —_— Se?u?irtnyeiIDaDng-lz
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Number

Control Name

ISR
800-53
Control #

ISO/IEC
17799

NIST
800-26

GAO
FISCAM

2400.25, Rev. 1

5.5.3a Public Key/Private Key e e _— _— Best Practice
5.5.3b Public Key/Private Key e e e e FIPS 186-2
5.5.3c Public Key/Private Key e e e _— FIPS 186-2
SI-1 e 11 e —_—
SI-3
SI3 (1) 8.3.1 ﬁi; _ _
SI-3 (2) o
Malicious Code Sl-4
562 Protection SI-4 (1) 9.7.2 ﬁgz — N
Sl-4 (2) o
14.1.1
SI-5 e 14.1.2 SP-3.4
14.15
5.6b Malicious Code SI-1 11
Protection
- SI-8
see | By 0o se | — | — | — | —
SI-8 (2)
5.7a Miscellaneous SC-15 —_— _— e Best Practice
5.7b Miscellaneous SC-19 —_— e e Best Practice
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APPENDIX B. ACRONYMS

3DES Triple Data Encryption Standard

AES Advanced Encryption Standard

AlS Automated Information System

AO Authorizing Official

AP Access Point

BIA Business Impact Analysis

C&A Certification and Accreditation

CA Certification Authority

CBA Cost-Benefit Analysis

CD Compact Disk

CFR Code of Federal Regulations

CIO Chief Information Officer

CIP Critical Infrastructure Protection
CISO Chief Information Security Officer
CM Configuration Management

CO Contracting Officer

COOP Continuity of Operations

COTS Commercial off-the Shelf

CPIC Capital Planning & Investment Control
CSA Computer Security Act

CSIRC Computer Security Incident Response Center
CSO Chief Security Officer

DHCP Dynamic Host Configuration Protocol
DoS Denial of Service

DVD Digital Versatile Disk

EA Enterprise Architecture

EAP Extensible Authentication Protocol

EO Executive Order

FAR Federal Acquisition Regulation

FIPS Federal Information Processing Standard
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FISCAM
FISMA
GAO
GISRA
GSA
GTM
GTR
HIPAA
HSPD
HUD
HUDAR
IATO
ID

IDS
IEC
|EEE
1G

SO

| SSB

| SSO
T
ITMRA
LAN
MAC
MBI
MOA
NIST
NIST SP
NSA
o&M
OAMS
OIG

2400.25, Rev. 1

Federal Information System Controls Audit Manual
Federal Information Security Management Act
General Accountability Office

Government Information Security Reform Act
General Service s Administration

Government Technical Monitor

Government Technical Representative

Health Insurance Portability and Accountability Act
Homeland Security Presidential Directive
Department of Housing and Urban Devel opment
HUD Acquisition Regulation

Interim Authority to Operate

Identification

Intrusion Detection System

International Electrotechnical Commission
Institute of Electrical and Electronic Engineers
Inspector General

International Standards Organization

Information Systems Security Branch

Information System Security Officer

Information Technology

Information Technology Management Reform Act
Local Area Network

Media Access Control

Minimum Background Investigation

Memorandum of Agreement

National Institute of Standards and Technology
National Institute of Standards and Technology Specia Publication
National Security Agency

Operations & Maintenance

Office of Administration and Management Services
Office of Inspector General
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OMB Office of Management and Budget
OPC Office of Procurement and Contracts
OPM Office of Personnel Management
PDA Personal Digital Assistant

PDD Presidential Decision Directive

PIV Personal Identity Verification

PKI Public Key Infrastructure

POA&M Pans of Action and Milestones

POC Point of Contact

QA Quality Assurance

SDLC System Development Life Cycle
SOW Statement of Work

SP Special Publication

SSL Secure Sockets Layer

TBD To Be Determined

TCP/IP Transmission Control Protocol/Internet Protocol
TLS Transport Layer Security

TSP Telecommunications Service Priority
U.S.C. United States Code

USB Universal Serial Bus

USCERT United States Computer Emergency Readiness Team
USERID User ID

VolP Voice over Internet Protocol

VPN Virtual Private Network

WAN Wide Area Network

WAP WiFi Access Protection

WG Working Group

WLAN Wireless Local Area Network
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% Administration
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Special Attention of: Transmittal for Handbook No: 2400.25 REV-1

Issued: May 20, 2005

1. This Transmits: HUD Handbook 2400.25 REV-1, Information Technology Security Policy

2. Summary:

The purpose of this policy is to prescribe the authorities, minimal acceptable
standards and responsibilities for managing a Computer Security Program
focusing on management, technical and operational security controls. The
objective is to provide security protection commensurate with the risk and
magnitude of the harm resulting from unauthorized access, use, disclosure,
disruption or modification to an information technology asset.

The Federal Information Security Management Act 2002 mandates that agencies
establish security programs to ensure the confidentiality, integrity and availability
of its information technology (IT) assets. The Office of Management and Budget
(OMB) Circular A-130 Management of Federal Information Resources directs all
government agencies to implement and maintain a Computer Security Program.

3. Filing Instructions:

Remove: Insert:
Table of Contents Table of Contents
Handbook 2400.25, dated 9/2004 Handbook 2400.25, Rev. 1, dated 5/2005

Distribution: W-3-1 HUD-23






	240025AppAADMH
	240025AppBADMH
	240025c1ADMH
	240025c2ADMH
	240025c3ADMH
	240025c4ADMH
	240025c5ADMH
	240025hb
	240025tocADMH
	240025trnADMH

